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Test Case: D2D_QPE_Mosaic

Test Case Description

This test case will test the capability to ingest and decode RFC grids at a WFO, mosaic multiple RFC grids into a super-grid, crop to the WFO domain, and display them.  

Hourly QPE grids are sent over the SBN by RFCs.  At a WFO, AWIPS ingests these grids, makes and stores mosaics, and provides for their display, both from the NCEP/Hydro menu and via the Volume Browser.

Requirements:
· AWIPS shall make available RFC QPE Grids for WFO D2D workstations.  GSD will implement the following: 

· Ingest and decode RFC grids. 

· Mosaic multiple RFC grids into a super-grid and crop to WFO domain. 

· Provide for display of RFC grids in D2D display software.

Data Input:

· GRIB files are generated in the MPE internal format (xmrg). The GRIB files are decoded by GribDecoder to NetCDF files which are possible to be displayed in D2D.

· Some Hydro QPE data files may need to be copied into /data/fxa/Grid/SBN/HydroRaw from TBDR as part of this test.

Prerequisite Conditions: 

· This test should only be run on TBDW, as it needs data from a collocated RFC.

· OB7.2 or later software has been staged on the ingest and graphic display machines, and localization has been run.

	Step #
	Action / Inputs
	Expected Outputs
	Pass(P)/

Fail(F)

Pending (Pen)
	DR #, Name, Description for failed step 
	Special Needs / Comments

	1. 
	Log into a workstation and open 6 terminal windows, 2 on each monitor.  In each, log into dx3f by typing:

· ssh dx3f


	User is logged into dx3f.
	
	
	

	2. 
	In the upper middle window, switch to the root user, then oper by typing:

· sudo su – oper


	After entering password, the user is logged in as root, then switched to oper.
	
	
	

	3. 
	In the upper middle window, find the site file by typing:

· cd /awips/hydroapps

· ls –al .A*


	The file /awips/hydroapps.Apps_defaults_site should exist.
	
	
	

	4. 
	In the upper middle window, verify that the following tokens are set correctly by typing:

· grep mpe  .Apps_defaults_site

· grep SBN  .Apps_defaults_site

If they are all set correctly, skip the next 3 steps.


	The following tokens must be set on the WFO machine in order for this test to work:

mpe_generate_areal_qpe = ON

mpe_d2d_display_grib = ON

mpe_save_grib = save

d2d_input_dir = /data/fxa/Grid/SBN/Raw


	
	
	

	5. 
	In the upper middle window, if any of the tokens are not set as expected, make a backup of the current file by typing:

· cp  .Apps_defaults_site  .Apps_defaults_site_<date>

	The backup copy is created.
	
	
	

	6. 
	In the upper middle window, if any of the tokens are not set as expected, use the vi editor:

· vi  .Apps_defaults_site

Set the tokens as follows:
mpe_generate_areal_qpe  :  ON

mpe_d2d_display_grib  :  ON

mpe_save_grib  :  save

d2d_input_dir  :  /data/fxa/Grid/SBN/Raw

Exit and save the file:

:wq
	The tokens are set on the WFO machine correctly.
	
	
	

	7. 
	In the upper middle window verify the changes:

· diff  .Apps_defaults_site  .Apps_defaults_site_<date>

	Only changed lines will show.
	
	
	

	8. 
	In the upper middle window, verify that the localization has been run previously by typing:

· cd /awips/fxa

· ls -ltr data/localizationDataSe ts/STO/*MPE.*[ax]t*

	The files localMPE.txt and MPE.cdlTemplate must exist in the data/localizationDataSets/<siteID> directory.  If they don’t exist, localization needs to be run before this test can proceed.  
In this case, stop here and run localization.


	
	
	

	9. 
	In the upper middle window, verify that the QPE entries exist in mkdirs.csh by typing:

· grep “/H” bin/mkdirs.csh | grep Grid

	These strings exist in the shell script:

mkdir –p $FXA_DATA/Grid/SBN/ HydroRaw

mkdir –p $FXA_DATA/Grid/SBN/ HydroBad

mkdir –p $FXA_DATA/Grid/SBN/net CDF/HRAP/QPE


	
	
	

	10. 
	In the upper middle window, verify the following entry exists in the acq_patterns file by typing:

· grep ZETA98 data/acq_patterns.txt


	The following entry exists in the acq_patterns.txt file.

GRID    ^ZETA98.(KTUA|PACR|KSTR| KRSA|KORN|KRHA|KKRF|KMSR|KTAR|KPTR|KTIR|KALR|KFWR)  /Grid/SBN/HydroRaw

The files coming into the above directory, on no particular schedule, will be from the individual RFCs (listed above). 


	
	
	

	11. 
	In the lower middle window, log into px1f by typing:

· ssh px1f


	User is logged into px1f.
	
	
	

	12. 
	A hydro cron is used to check the /data/fxa/Grid/SBN/HydroRaw directory every 15 minutes.  In the lower middle window, verify the hydro cron entry exists in /etc/cron.d by typing:

· grep mosaic /etc/ha.d/cron.d/*


	The process_qpe_mosaic cron entry exists in /etc/cron.d px1cron:
05,20,35,50 * * * * oper /awips/hydroapps/precip_proc/local/bin/process_qpe_mosaic

	
	
	

	13. 
	This cron will kick off an executable called StoreHydroGrids.  In the lower middle window, verify the call exists in process_qpe_mosaic by typing:

· grep Store /awips/hydroapps/precip_proc/local/bin/process_qpe_mosaic


	StoreHydroGrids is called from process_qpe_mosaic:
$FXA_BIN_DIR/StoreHydroGrids >> $process_qpe_log 2>&1


	
	
	

	14. 
	In the upper middle window, verify that the HydroGridTable.txt file exists by typing:

· ls –l data/Hydro*

· head -22  data/HydroGridTable.txt


	The HydroGridTable.txt exists in /awips/fxa/data.  This table contains parameter information for the netcdf files that are created.


	
	
	

	15. 
	In the upper middle window, in file gridPurgeInfo.txt, verify that entries exist for the QPE data and the individual RFC files by typing:

· ls -l /data/fxa/nationalData/gridPurg*
· grep –in QPE /data/fxa/nation alData/gridPurgeInfo.txt


	The purge process controls how the QPE and RFC grids are being purged.  In gridPurgeInfo.txt an entry exists for the QPE data and an entry exists for the number of files to keep.  Note that the number of files to be kept for the local/QPE files is 72 and 78 for the HRAP/QPE files. 


	
	
	

	16. 
	In the lower middle window, switch to dx3f by typing:

· exit

	User is back on dx3f.
	
	
	

	17. 
	In the lower middle window, verify the GribDecoder is running by typing:

· ps -ef | grep GribD

	The GribDecoder is up and running.


	
	
	

	18. 
	In the upper left window, verify the local/QPE directory exists by typing:

· ls –l /data/fxa/Grid/SBN/netCDF/ local


	The following directory exists:

/data/fxa/Grid/SBN/netCDF/local/QPE


	
	
	

	19. 
	In the upper left window, watch for HydroRaw data files by typing:

· watch “ls /data/fxa/Grid/SBN/HydroRaw | wc ; ls –ltr /data/fxa/Grid/SBN/HydroRaw”


	There probably are no data files in /data/fxa/Grid/SBN/HydroRaw.  In a later step, one will be imported and will exist in this directory briefly before being picked up for processing.


	
	
	

	20. 
	In the lower left window, watch for data files by typing:

· watch “ls /data/fxa/Grid/SBN/netCDF/local/QPE | wc ; ls –ltr /data/fxa/Grid/SBN/netCDF/local/QPE”


	Verify that no more than the number of files specified in the purgeInfo.txt file exist in the QPE directories.


	
	
	

	21. 
	In the lower middle window, find a hydro QPE file by typing:

· ssh dx1f

· ssh dx1-tbdr

· ssh dx3f

· ls –ltr /awips/hydroapps/precip_proc/local/data/mpe/qpe_grib_sbn/*

	If possible, choose a file that is unique, possibly having a polygon added to it.  A clue might be that it is a bigger file than some others.
	
	
	

	22. 
	In the lower right window, watch for data files by typing:

· watch “hostname ; ls –l /tmp/*z.grib”


	Files will be added by the following scp command.


	
	
	

	23. 
	In the lower middle window, import the hydro QPE file by typing:

· scp /awips/hydroapps/precip_proc/local/data/mpe/qpe_grib_sbn/<datetime>z.grib  dx1-tbdw:/tmp
and then logging off dx3-tbdr to dx1-tbdw:

· exit ; exit

and then typing:

· scp /tmp/<datetime>z.grib dx3-tbdw:/tmp


	Importing this data file is a 2-step process, because oper needs to own it, but root does the scp.


	
	
	

	24. 
	Left click on the desktop of the right monitor and select Start D2D.


	The D2D system launches
	
	
	

	25. 
	On D2D, select the Regional scale and go to NCEP/Hydro > Hydro > QPE. The menu should look like this:
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	The menu appears as shown, with some date.time values.  

After copying the file in the next step, the times should fill in.  

(The new items are the 1hr, 6hr, 24hr local mosaics.) 


	
	
	

	26. 
	In the upper middle window, as oper, copy the hydro QPE file by typing:

· ls –l /tmp/*grib
· cp /tmp/<datetime>Z.grib /data/fxa/Grid/SBN/HydroRaw

	The files imported to HydroRaw will be processed the next time that the cron runs StoreHydroGrids.  

After copying files here, the data should flow from the upper left window to the lower left, and eventually to the D2D menu.  


	
	
	

	27. 
	Select 1hr RFC Local Mosaic and verify that the RFC image displays.


	The RFC image displays at the selected scale.


	
	
	

	28. 
	Click MB3 on the product legend to display contours.

	Contours and labels are displayed over the colored areas.

	
	
	

	29. 
	Verify that the display and the menu entry auto-update. 


	New data should be received every 15 minutes.  After another 2 minutes it should appear on the D2D menu.  
The display and menu entry updated at an interval of ____ minutes.


	
	
	

	30. 
	Left click on the desktop of the middle monitor and select AWIPS Start-up > Hydro Apps > MPE Editor.


	The MPE Editor launches
	
	
	

	31. 
	From the PrecipFields menu, select RFC QPE Mosaic.


	RFC Best Estimate displays in the product legend.  Note the time stamp in the lower left corner.

	
	
	

	32. 
	From the MPEcontrol menu, click on Choose Hour, then select the date and hour (Ztime) shown on the D2D legend and click Display MPE Data.


	The data is displayed as colored areas on a black parallelogram, with colored areas matching the D2D display for the same Ztime.
	
	
	

	33. 
	Close the MPE Editor by clicking 
File > Close.


	The MPE Editor closes.
	
	
	

	34. 
	Close D2D and all terminal windows.


	The windows close and the test case is completed.
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