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Test Case: IntelligentPurger

Test Case Description:  The purgeProcess for data files was initially implemented in OB5 under DR14857, then under DCS 3287 all information was moved from fxa-data.purge to purgeInfo.txt.  This test is to verify that the purgeProcess correctly handles by-directory table entries and that the information in purgeInfo.txt is correct.  In addition, this test procedure verifies the retention / purge functionality for log files and text products.

Requirements: 

· AWIPS shall provide the user with the capability to specify the length of time that data (including D2D) should be retained.

· AWIPS shall provide the user with the capability to specify the number of versions of a product to be retained.

· AWIPS shall archive all Official User Products issued by the site and retain these products for the most recent 31 days.

· AWIPS shall archive all observations and retain these observations for the most recent 7 days.

Data Input:

· Not Applicable. 

Prerequisite Conditions:

· Not Applicable. 

	Step #
	Action / Inputs
	Expected Outputs
	Pass(P)/

Fail(F)

Pending (Pen)
	DR #, Name, Description for failed step 
	Special Needs / Comments

	1. 
	Log into a workstation, open a terminal window, log into px1f by typing:

· ssh px1f

· cd /data/fxa
	User is logged into px# (where # = 1 or 2, depending on if there is a failover.)


	
	
	

	2. 
	Open a second terminal window, and log into dx1f by typing:

· ssh dx1f

· cd /data/fxa
	User is logged into dx# (where # = 1 or 2, depending on if there is a failover.)


	
	
	

	This section tests the purge functionality for D2D data.

	3. 
	On px1, examine file purgeInfo.txt by typing:

· more nationalData/purgeInfo.txt


	Contents of purgeInfo.txt include lines of purging information in human-readable form for many data keys. 


	
	
	

	4. 
	On dx1, go to the localized purgeInfo.txt file and examine its contents by typing:

· more /awips/fxa/data/localizationDat aSets/<site>/purgeInfo.txt

	Contents of the site-localized purgeInfo.txt include the same lines of purging information for many data keys, with all comments removed. 


	
	
	

	5. 
	On px1, as an example, find where retained data files are stored by typing:

· grep –in vad nationalData/dataInfo.manual


	Note that the first item returned shows point/vwp/netcdf as the directory for this product.  (/data/fxa is assumed, so it is /data/fxa/point/vwp/netcdf)
	
	
	

	6. 
	On px1, as a sample, check the VWP entry in purgeInfo.txt by typing:

· grep vwp nationalData/purgeInfo.txt
	The following should be seen in response to the grep command:

   75 | | | 2- | 12   // point/vwp/netcdf
	
	
	

	7. 
	On dx1, as a sample, check the VWP entry in purgeInfo.txt by typing:

· grep “75 ” /awips/fxa/data/localiza tionDataSets/<site>/purgeInfo.txt


	The following should be seen in response to the grep command:

   75 | | | 2- | 12
	
	
	

	8. 
	On dx1, check the vwp files retained by typing:

· ls –l point/vwp/netcdf/200*; ls point/vwp/netcdf/200* | wc

Record the number of vwp files _____
	There should be 12 files with <date> names.  Note that when a new file is created, there may be 13 files for a few minutes until the purge process runs and deletes the oldest file.


	
	
	

	9. 
	Back on px1, look at the parameters for several other types of files (raob, snow, HDW, SSMI, CAP, GOES, hydro, metar, maritime, LDAD mesonet, etc), by typing:

· grep –in netcdf nationalData/purgeInfo.txt


	The items displayed show the storage directories for these products.  

Sample several of these types in the next step by inserting their names as <type>.
	
	
	

	10. 
	On dx1, check at least 10 types of files that are purge candidates by typing:

· setenv TYP <type>

(where <type> = point/MOS/ETA/netcdf, etc.)

· ls –l $TYP/200*; ls $TYP/200* | wc


	Verify that the appropriate numbers of files are kept, and older ones are purged first.  

Note that when a new file is created, there may be extra files until the purge process runs again.


	
	
	[Add 10 steps]

	11. 
	Some entries in the purge tables may refer to multiple items. To see if there are such lines, on px1 type:

· grep 25600 nationalData/purgeInfo.txt

and look for 2 numbers in the second field, separated by a comma.


	A range of data keys is addressed by: 

25600 | 25600,25606 | | 2- | 16  // img/SBN/netCDF/LATLON/ RCM|3hr

Note that in this range example there are seven items (25600 thru 25606).
	
	
	

	12. 
	Verify the multiple items on dx1 by typing:

· ll img/SBN/netCDF/LATLON/*

· ll img/SBN/netCDF/LATLON/3hr


	There should be seven directories of data files: (1) under RCM, and (6) under 3hr (PROB01, PROB06, PROB10, etc.)
	
	
	

	13. 
	With this multiple-item line, the single specification covers these seven keys, saving 16 versions each. On dx1, verify the number of retained files for the example above by typing:

· setenv TYP img/SBN/netCDF/LATLON

· ls –l $TYP/RCM/200* ; ls $TYP/RCM/200* | wc


	The wc returns the number of files currently in the RCM directory.  Compare with the number for the RCM entry in the previous steps.

Verify that the appropriate numbers of files are kept, and older ones are purged first.

(Note that there may be 17 files briefly, until the purge process runs again.)


	
	
	

	14. 
	On dx1, verify the number of retained files in another directory by typing:

· ls –l $TYP/3hr/PROB01; ls $TYP/3hr/PROB01| wc


	The wc returns the number of files currently in the 3hr/PROB01 directory.  

Verify that appropriate numbers of files are kept, and older ones are purged first.  (Note that there may be 17 files temporarily, until the purger runs)


	
	
	

	15. 
	Many of the purge items use directories rather than data keys. On px1, select a sample entry by typing:

· grep qcms_data nationalData/purgeInfo.txt


	The sample should display lines like: 

999769| LDAD/qcms_data/inventory      | ,,,i | | 24

Here, the `,,,i` says to ignore time stamps, and keep the directory trimmed to the number of versions specified (24).

 
	
	
	

	16. 
	On dx1, verify that for the example above, the correct number of files are retained by typing:

· setenv TYP LDAD/qcms_data/csv

· ls –l $TYP ; ls $TYP | wc

· setenv TYP LDAD/qcms_data/inventory

· ls –l $TYP ; ls $TYP | wc


	The sample purge items in purgeInfo.txt with an ' i' entry have the proper number of files present.  (For the ...qcms_data /csv directory there should be 45 files, for inventory, 24.)

Verify that the appropriate numbers of files are kept, and older ones are purged first.
	
	
	

	17. 
	Many of the purge items use recursive directories rather than data keys. On px1, select a sample entry by typing:

· grep “r,” nationalData/purgeInfo.txt


	The sample should display lines like: 

999700| tmp      |r,,,i | | 32

Here, the `r,,,i` says to ignore time stamps, and keep the directories below tmp trimmed to the number of versions specified (32) recursively.


	
	
	

	18. 
	On dx1, verify that for the example above, the correct number of files are retained by typing:

· setenv TYP tmp/radar

· ls –l $TYP ; ls $TYP | wc

· setenv TYP point/ramos/Bad

· ls –l $TYP ; ls $TYP | wc

· ls LDAD/qcmessages/qc2/*dat | wc

· ls LDAD/qcms_data/mesonet/2* | wc


	Verify that the appropriate numbers of files are kept, and older ones are purged first.  

(For the ...tmp/radar directory there should be no more than 32 files, for point/ramos/Bad, no more than 20.)  
	
	
	

	This section tests the purging of log files by scour.

	19. 
	On px1, examine the startScour.log file by typing:

· ll /data/logs/fxa/startScour.log

· grep blocks /data/logs/fxa/startScour.log 


	The only entries showing a number of files purged should be log directories (/data/logs/fxa/ldad/MSAS/ and /data/logs/fxa/yyyymmdd*).
	
	
	

	20. 
	On dx1 (the second window), watch the Radar_Announcer log files by typing:

· watch “ls –ltr /data/fxa/workFiles/RADAR*; hostname”


	Leave watch running to see files added and purged.  Note: the files in this directory should be log files.


	
	
	

	21. 
	Open a third terminal window, and log into dx1f as fxa by typing:

· ssh dx1f

· sudo –u fxa ssh dx1


	User is logged into dx1f.
	
	
	

	22. 
	In the third window, find any file a little larger than 1000 bytes and copy it to the RADAR Announcer log directory as a 9-day old file by typing:

· cp <file> /data/fxa/workFiles/RADAR_Announcer.<yyyymm(dd-9)>0000


	The file is owned by fxa.  The file name contains a time stamp marking it as 9 days old, although its creation date/time are current.
	
	
	

	23. 
	In the third window, use the ‘touch -t’ command to make the file appear 9 days old by typing:

· touch -t <yyyymm(dd-10)hhmm> /data/fxa/workFiles/RADAR_Announcer.<yyyymm(dd-9)>0000


	At least one file is more than 7 days old and is now a candidate for purging.
	
	
	

	24. 
	In the third window, manually start the scour process by typing:

· /awips/fxa/bin/startScour

Observe the second window and watch for the fake log file touched above being purged.
	A manual scour is executed, and the fake log file touched above should be purged.

Browse through the results displayed on the screen to see all the files scoured.  It should indicate something like:

‘4 blocks from /data/fxa/workFiles/RADAR*      ( > 7 days old)’

	
	
	

	This section tests the retention of incoming text files.

	25. 
	In the second window, type: 

· (Ctrl-C)

· textdb -v WBCMTRDCA


	The number of versions of <this product> to be kept in the text database is displayed, for example:  

Versions to keep for SAUS20-KDCA is 5

Versions to keep for SAUS41-KDCA is 5

Versions to keep for SAUS70-KDCA is 5

Versions to keep for ZZZZZZ-ZZZZ is 5

Total versions to keep for <PRODUCT> is 25


	
	
	

	26. 
	Log into the xt workstation.  In the Text 1 window, in the AFOS Cmd line enter:

· ALL:WBCMTRDCA

and press Enter.


	All versions of <this product> in the text database are displayed.  

Record the number of METARs  and SPECIs from the last 24 hours: __  __.

	
	
	

	27. 
	In the second window, type: 

· textdb -v WBCMTRDCA <current # of versions -1>


	The number of versions of <this product> to be kept in the text database is changed, for example:  

Versions to keep for SAUS20-KDCA is 4

Versions to keep for SAUS70-KDCA is 4

Versions to keep for SPUS70-KDCA is 4

Versions to keep for ZZZZZZ-ZZZZ is 4

Total versions to keep for THIS PRODUCT changed from 25 to 20
	
	
	

	28. 
	In the Text 1 window, enter the following in the AFOS Cmd line:

· ALL:WBCMTRDCA

and press Enter.


	All versions of <this product> in the text database are displayed.  

Record the number of MTRs displayed now ____.

	
	
	

	29. 
	In the second window, type: 

· textdb -v WBCMTRDCA <original # of versions>


	The number of versions to be kept in the text database is displayed, for example:  

Versions to keep for SAUS20-KDCA is 5

Versions to keep for SAUS70-KDCA is 5

Versions to keep for SPUS70-KDCA is 5

Versions to keep for ZZZZZZ-ZZZZ is 5

Total versions to keep for THIS PRODUCT changed from 20 to 25
	
	
	

	30. 
	Wait until the next metar update arrives on the xt workstation (52 minutes after the hour).  Then, in the Text 1 window, enter the following in the AFOS Cmd line:

· ALL:WBCMTRDCA

and press Enter.


	Record the number of MTRs from the last 24 hours ____.

It should be one greater than previously.  This is verification that the user can specify the number of versions of a product to be retained.
	
	
	

	31. 
	Close the Text1 window and all terminal windows, and log out of the workstations.


	The windows close and the test case is completed.
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