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Test Case #: Baseline_SBN_Backup_WAN
Test Case Description:
This test case demonstrates MHS backup of the SBN.

The NCF’s retransmission table drives the WAN backup capability.  As new products appear in the retransmission table, the wan_backup process checks the product WMO header against patterns in the WAN backup filter table.  If a transmitted WMO matches a pattern in the filter table, the product is sent using the MHS to the specified sites at the specified priority.  The existing retransmission throttling mechanism prevents the wan_backup process from using too much of the MHS bandwidth.  If the product is flagged for transmission to multiple sites, the product is sent as a single message with multiple addressees to minimize WAN loading. 
The wan backup daemon defaults to DISTRIBUTE mode; that is, it distributes the first 20 products to an MHS server, distributes the next 20 products to another MHS server, etc.  This method balances the load across all of the NCF’s MHS servers. 
At the site, products sent over the MHS arrive with a message code indicating that they are WAN backup products.  The WAN backup software uses a paradigm similar to the NCF’s MHS gateway, in that products are put in a queue (/data/mhs/wanbu/p_wanbu_dist|) on the site’s primary data server, and are moved to a sent directory when they have been processed.  The dissem_dist process reads the products from the queue and delivers them to the acqserver on dx1f in the same format as products received over the SBN.  

This test case will consist of using the wan_backup executable to send SBN data to one or more of the Test Bed sites. 
· Requirements: 
None
· Prerequisite Conditions: 
· CAUTION:  Before executing this test case, notify the CDS team lead (currently Brian Rapp) that the WAN backup software will be started and stopped on dsup<x>-tncf.  The CDS team needs to be aware of the test team actions that affect the TNCF.
This test case will require the use of one or more Test Bed sites (TBDW, TBDR, TBW3, and/or TBW4) and the TNCF.
	Step #
	Action / Inputs
	Expected Outputs
	Pass(P)/

Fail(F)

Pending (Pen)
	DR #, Name and Description for failed step
	Special Needs / Comments

	1. 
	From dx1-<sending site>, check that the default NCF is set to tncf  by typing:

msg_chk
	All items displayed should point to TNCF.  If you see something other than output similar to the following, STOP.
dx2-tbdw{vadad}1: msg_chk

        SBN          ==> TNCF

        NWSTG        ==> TNCF

        NWWS         ==> TNCF

        DEFAULTNCF   ==> TNCF

        ALLNCF       ==> TNCF

        INET         ==> TNCF

        NDFD         ==> TNCF

        RETRANS      ==> TNCF

        ARCHIVE      ==> TNCF

mh1-tncf ==> tbdr,tbw3,tbw4,tbdw,nmtw -- Fri Jul 24 18:00:07 GMT 2009

mh2-tncf ==> tbdr,tbw3,tbw4,tbdw,nmtw -- Fri Jul 24 18:00:07 GMT 2009

mh3-tncf ==> tbdr,tbw3,tbw4,tbdw,nmtw -- Fri Jul 24 17:59:10 GMT 2009

mh4-tncf ==> tbdr,tbw3,tbw4,tbdw,nmtw -- Tue Jul 21 16:26:13 GMT 2009

----------------------------------------------------------------

The current data & time on tbdw is: Fri Jul 24 18:01:02 GMT 2009

----------------------------------------------------------------
	
	
	

	2. 
	On cpsbn1-<site> as root, disable receipt of NWSTG SBN data and NOAAPORT_OPT data, as applicable by entering:

config_dvb -r -c NMC

config_dvb -r -c NOAAPORT_OPT
	The SBN data ingest is turned off.  This ensures that the test site’s sole source of NWSTG data is via the WAN.
	
	
	

	3. 
	Locate the primary uplink data server (dsup<x>-tncf) using the dsup-switch command.  
switch_dsup –qALL

	The switch command will list the active uplink data server for each channel:
dsup1-tncf.11600: Begin switch_dsup QUERY

dsup1-tncf.11600: Checking for NMC floating IP, please wait

dsup1-tncf.11600: Checking for GOES floating IP, please wait

dsup1-tncf.11600: Checking for NMC2 floating IP, please wait

dsup1-tncf.11600: Checking for NOAAPORT_OPT floating IP, please wait

dsup1-tncf.11600: Checking for NMC3 floating IP, please wait

CHANNEL         HOST

NMC             dsup1-tncf

GOES            dsup1-tncf

NMC2            dsup1-tncf

NOAAPORT_OPT    dsup1-tncf

NMC3            dsup1-tncf

dsup1-tncf.11600: done switch_dsup QUERY
	
	
	

	4. 
	CAUTION:  Before executing this test case, notify the CDS team lead (currently Brian Rapp) that the WAN backup software will be started and stopped on dsup<x>-tncf.  The CDS team needs to be aware of the test team actions that affect the TNCF.

Start the TNCF WAN backup software.  First, check for the process, grep for “wan” on the primary uplink data server (dsup<x>-tncf).
[root@dsup2-tncf nesdis_rdr0_NMC]# ps -ef|grep wan
root      6949     1  0 Apr16 ?        00:00:30 wanbu_daemon -c NMC -k 7925 -C 77 -s 0 -p 1

If the process is not running, start the process on the primary uplink data server, as root:  

wanbu_ncf_startup
	The WAN backup software is started on the primary uplink data server.
	
	
	

	5. 
	Verify that the WAN backup distribution table on the primary uplink data server (/awips/ops/data/wanbu_prodtbl.nmc) has been modified to send to one or more Test Bed sites (or ALL).

The wanbu_prodtbl.nmc is likely configured to send the above data to the ALL addressee.  Therefore, the /awips/ops/data/mhs/all_sites.data configuration file on mh1-tncf and mh2-tncf should already be configured to define ALL sites as only tbdr, tbdw, tbw3, and tbw4, so that these products are not sent from the TNCF to all AWIPS sites.
If the wanbu_prodtbl.nmc file is not configured for your receiving site globally change the addressee(s) in the wanbu_prodtbl.nmc file, using the vi command:  %s/<old>/<new>/g where <old> is the current value, i.e., TBDW and the <new> value is the testbed you’re testing on, i.e., TBDR. Restart the wanbu process on the primary uplink data server if you update the /awips/ops/data/wanbu_prodtbl.nmc file.
	The last argument in each line of the awips/ops/data/wanbu_prodtbl.nmc file should say ALL or the name of the receiving platform:

DEFAULT_ADDRESS_LISTS

#--------------------------------------------------------------------------

# AVN 202 & 203

#--------------------------------------------------------------------------

"^YH[IJ][A-K](99|85|70|50|40|30|20|15|10) KWBC"|ALL
"^YT[IJ][A-K](99|85|70|50|40|30|20|15|10) KWBC"|ALL
"^YR[IJ][A-K](99|85|70|50|40|30) KWBC"|ALL
"^YU[IJ][A-K](99|85|70|50|40|30|20|15|10) KWBC"|ALL
"^YV[IJ][A-K](99|85|70|50|40|30|20|15|10) KWBC"|ALL
"^YO[IJ][A-K](85|70|50|30|20) KWBC"|ALL
"^YT[IJ][A-K]98 KWBC"|ALL

	
	
	

	6. 
	WAN backup products will have a message code of 77. 
The /awips/ops/data/mhs/rcv_handler.tbl on the site’s primary data server must include the message code for WAN backup, as follows: 

code
queue_dir    type of handler

handling_spec

77
wanbu
      PIPE(wanbu/p_wanbu_dist)
%PRODID|%PRIORITY|%ENCLIST|%X400DOC
	Code 77 is included in the /awips/ops/data/mhs/rcv_handler.tbl file.
	
	
	

	7. 
	On the primary uplink data server (dsup<x>-tncf), monitor the logs of products received via the simulated NWSTG by typing: 

cd /data/co/logs/Products/dsup<x>-tncf/nesdis_rdr0_NMC<cr>
tail -f mc*log<cr>
	Log shows products received by the simulated NWSTG.
	
	
	

	8. 
	On the primary uplink data server, monitor the WAN backup daemon log by typing:

cd /awips/ops/logs/dsup<x>-tncf<cr>

tail -f wanbu_daemon.log<cr>

	Products are logged as they are processed by the WAN backup daemon.  Products in the wanbu_daemon log can be compared with those in the applicable site acqserver log. 

Note:  On the TNCF, the testers may see some failures as the software tries to send to non-existent servers.  This is because the TNCF has only two MHS servers, while the ANCF has six MHS servers.
	
	
	

	9. 
	At the receiving site, monitor acquisition of data via the WAN.  On dx1-<site>, type:
  acq_stats -m4 -k1 -oc -oC -i2<cr>

	Statistics similar to the following will be displayed.  The transfer time will increment as products are processed.  For each message received, the number of products will increment by three.
	
	
	


ds1-tbdw [pid=20828] update/refresh(2/28 sec) GMT Fri Jun  9 15:18:36 2000

                                             Start [Fri Jun  9 15:18:34]

--> shmem_region[4] ____________________________________________________

Status client link/group/hosts 1/All/All sem_cnt= 1/ 1 (1=nonwait)

   host     client dist out     last_time            last_#           total

 id  name     pid   typ     conn   xfr(I/A/F)  prod  buff      prod   buff

 0 ds-tbdw    11502   0 acq 14:46:03  15:18:33I  1247W    0      1246   1286

I/O stats client(tot_buffs|tot_Kbytes| tot_kbps| cum_kbps|last_kbps|last_pps)

 link(1) h0 g0        1286|      1017|        4|        0|        0|       0

Status Client  link/host/group prod(code)   out_file            max_que(time)

 l0 0 0         NWSTG(018)      /data/x400/WANBU_sent/send.247       0 n/a

	10. 
	On the TNCF’s receiving MHS server (mh1-tncf, mh2-tncf, mh3-tncf or mh4-tncf), monitor the message request server log by typing:

cd /data/logs/Products/mh<x>-tncf/msgreq_svr<x><cr>

tail -f msgreq_svr<x>.log<cr>
	Products sent from the NCF to “ALL” are logged in this log file.
Look for code=77 in the log.
	
	
	

	11. 
	On the primary uplink data server, monitor the retransmission statistics by typing:

retrans_stats –V -s0<cr>

	The retransmission statistics screen appears, as shown below.  The index_scan# last entry shows the product index number for the product being sent.  The wanr (wan rate) entry shows the default throttle rate of two products per second (2/1).   During peak data periods, the wan backup may fall behind, but it will catch up during slower data periods.  
	
	
	


          NMC Retrans Table upd/ref(2/20 sec)   NOW 01/04/2007 19:11:52

 dsup2-tncf [pid=16291] SHMkey=7895 SEMid=753665 Initialized 10/30/2006 20:10:17

Products (Tot=200000, InUse=N/A, Max Display=5, Requested=N/A Run=0)

 index     seqnum prod_desc    prod_header        insrtime rqsttime(##)

 70615  182839865 WMO-SURFACE  SDUS71 KBOX 041906 19:11:51 --:--:--(00)

 70614  182839864 WMO-SURFACE  SDUS53 KDVN 041910 19:11:51 --:--:--(00)

 70613  182839863 WMO-SURFACE  SDUS53 KDVN 041910 19:11:51 --:--:--(00)

 70612  182839862 WMO-NOTICE   NXUS66 KSGX 041911 19:11:50 --:--:--(00)

 70611  182839861 WMO-NOTICE   NXUS66 KSGX 041911 19:11:50 --:--:--(00)

Scanners (Total = 10, InUse = 2, Max Display = 3)

 index proc_name       pid  start_tm wait scan sbnr wanr blk pipename

     0 wanbu_daemon   1349  18:37:06   20  300  7/1  2/1  Y  /dev/p_ItoR_0_p3

     1 resend_daemon 14366  11/08/06   20  300  7/1  2/1  Y  /dev/p_ItoR_0_p3

     0                   0  --:--:--    0    0  0/0  0/0

 index proc_name     state_info   totproc  txsbn  txwan   skip  cancl  error

     0 wanbu_daemon  SEND_WAN SLEE  46763      0   5957  40805      0      0

     1 resend_daemon SLEEP         224434 211640      0  12140      0      0

     0                                  0      0      0      0      0      0

 index scan_#  start_time  start  last  proc txsbn txwan  skip cancl error

     0      0    18:37:06  167744 194617 26874     0  5957 23302     0     0

     1 720820    19:11:52     -1 113974     0     0     0     0     0     0

     0      0    --:--:--      0     0     0     0     0     0     0     0

Summary (start/last=18:53:39/19:11:44   sample=18 min  last=60 sec)

     time_last  pend_rqsts  total  _sample    _last    last/min(    peak)

 rqst 19:01:24         0 85803433        0        0        0.00(    0.00)

 sbn  01/03/07         -  8211640        0        0        0.00(    0.00)

 wan  19:11:52         -     5957     1869      109      109.00(  110.00)

	12. 
	On the receiving site, dx1-<site>, monitor the message receive server log by typing:

cd /awips/ops/logs/dx1-<site><cr>

tail -f msgrcv_svr.log<cr>
	Products received at the site via MHS are logged in this log file.
Look for code=77 and wanbu to confirm source.
	
	
	

	13. 
	On the receiving site, dx1-<site>, monitor the dissemination log by typing:

cd /awips/ops/logs/dx1-<site>

tail -f dissem_dist.k7885.log
	Products are logged as they are sent to the acqserver on the data server or preprocessor, as applicable.


	
	
	

	14. 
	On the receiving site, dx1-<site>, monitor the TextDB log by typing:

cd /data/logs/fxa/<date><cr>

ls -ltr Text*<cr>

tail -f TextDB_Server<pid><device><start time><cr> 
Note:  The receive log is usually the larger of the two TextDB_Server logs.
	As text products are received via the WAN and the acqserver and processed by the TextDBServer, they are logged.
	
	
	

	15. 
	On the receiving site, dx3-<site> monitor the GribDecoder log by typing:

cd /data/logs/fxa/<date><cr>

ls -ltr Grib*<cr>

tail -f GribDecoder<pid><device><start time><cr>
	As gridded products are received via the WAN and the acqserver and decoded by the GribDecoder, the GribDecoder logs them.  Note that grids arrive only at specified times during the day.
	
	
	

	16. 
	On the receiving site, dx3f-<site>, monitor the MetarDecoder log by typing:

cd /data/logs/fxa/<date><cr>

ls -ltr Metar*<cr>

tail -f MetarDecoder<pid><device><start time><cr> 


	As Metar products are received via the WAN and the acqserver and processed by the MetarDecoder, they are logged.
	
	
	

	17. 
	On dx3f-<site>, monitor the GribImgDecoder log by typing:

cd /data/logs/fxa/<date><cr>

ls -ltr Grib*<cr>

tail -f GribImgDecoder<pid><device><start time><cr> 


	As gridded products are received via the WAN and the acqserver and processed by the GribImgDecoder, they are logged.  Note that grids arrive only at specified times during the day.
	
	
	

	18. 
	Posttest Activity:
Stop the WAN backup software at the NCF. On the primary uplink data server, as root, type:  
wanbu_ncf_shutdown<cr>
On cpsbn1-<site> reenable receipt of NWSTG SBN data and NOAAPORT_OPT data (if applicable) by entering:

config_dvb -a -c NMC

config_dvb -a -c NOAAPORT_OPT
	This concludes the test.
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