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Test Case : Baseline_Swap_SBN_ch0_NMC
Test Case Description: This test case demonstrates the capability of AWIPS to perform a swap of the SBN channel zero (NMC) from the cpsbn1 to cpsbn2 (Communication Processor for Satellite Broadcasting Network).
· Requirements (for specific release )

· AWIPS shall provide the capability to store and retrieve event data.

· AWIPS shall notify the user when degradations and malfunctions of site equipment and communications interfaces are detected.

· AWIPS shall provide the capability to automatically detect and log the following system events: equipment configuration changes

· The availability (individually at each AWIPS site) of the functionality required to acquire data from the central interfaces, distribute these data to the site via Point-to-Multipoint distribution, store these data at the site, and display these data shall be 0.995.

· Data Input: none

· Prerequisite Conditions: 

· Data is streaming from the ANCF (live) or TNCF (live + test data).
· Root access is needed.

	Step #
	Action / Inputs
	Expected Outputs
	Pass(P)/

Fail(F)

Pending (Pen)
	DR #, Name, Description for failed step 
	Special Needs / Comments

	1. 
	Login to an lx workstation and open a terminal window.


	Login is successful.
	
	
	

	2. 
	Login to cpsbn1 as root by typing:
· ssh cpsbn1
· sudo su -


	Login to server is successful.
	
	
	

	3. 
	Check the configuration of the SBN channels by typing:
· config_dvb –hA
Observe the line with the NMC channel and ensure that the channel is set to ON for rd_enable and reader on cpsbn1 only.  Continue with the test case either way.
	The output will show what server (cpsbn1 or 2) the channels are set to be acquired on.  The script will first show the output for the server you are logged into, then the other server.  For example, if you are logged into cpsbn1, then it will show the output from cpsbn1 followed by cpsbn2. 
	
	
	

	4. 
	If the above step fails because the channel is not set to ON on cpsbn1, then issue the following command; else skip this step:
· config_dvb –s –cNMC

	The script disables the channel on cpsbn2 and enables it on cpsbn1.
	
	
	

	5. 
	Re-check the configuration of the SBN channels by typing:
· config_dvb –hA
Observe the line with the NMC channel and ensure that the channel is set to ON for rd_enable and reader on cpsbn1 (cpsbn2 if in backup mode) only.

	The output will show what server (cpsbn1 or 2) the channels are set to be acquired on.  The script will first show the output for the server you are logged into, then the other server.  For example, if you are logged into cpsbn1, then it will show the output from cpsbn1 followed by cpsbn2.  
	
	
	

	6. 
	Check the status of channel zero (NMC) by issuing the following acquisition status command:

· acq_stats –m0 –m5 –k0 –xb –xt –i2

	The output is displayed.  The output is technical, but there are a few key places to look to ensure proper acquisition.  See the Table 1 for information about the command.
	
	
	

	7. 
	In the shared memory region zero section in the reader row, ensure that the prod_last number is increasing and that that the state_wait text does not read BUFR.

	The action was verified.  View Table 2 as an example.
	
	
	

	8. 
	In the shared memory region five section, ensure that eight lines are listed with current (or near current) times in the last_time column.  

	The action was verified.  View Table 2 as an example.
	
	
	

	9. 
	Observe that the product log for channel zero is updating by typing:
· cd /data/co/logs/Products/cpsbn#-<site>/sbn_proc0
· tail –f mcProduct.log

	The log updates with new lines.
	
	
	

	10. 
	Open another terminal and login to dx3f as a valid awips user.  
· ssh dx3f

	Login to dx3f is successful.  
	
	
	

	11. 
	Find the process ID (PID) of the MetarDecoder by typing:
· ps –e|grep Metar

	The command displays the PID and the process name.
	
	
	

	12. 
	Verify that products on SBN channel zero are being decoded by an fxa decoder by issuing the following two commands:

· logs

· tail –f *<pid>*
Example: tail –f *3487*

	The log should look similar to what is shown in Table 3.
This confirms that the data on the channel is being acquired and decoded on this system in the primary configuration.  
	
	
	

	13. 
	Test the channel in the backup configuration by typing the following commands and verify steps 5-12 on cpsbn2:
· ssh cpsbn2

· config_dvb –s –cNMC

While it may be a good idea to leave the system in a backup state for 24 hours to test a long-term backup, it is not necessary.
	Steps 5-12 pass in the backup configuration.
Once steps 5-12 have been repeated successfully, they have confirmed that the data on the channel is being acquired and decoded on this system in the backup configuration.
	
	
	

	14. 
	Issue the following commands to restore the channel to the primary configuration and verify steps 5-12 on cpsbn1, again:

· ssh cpsbn1

· config_dvb –s –cNMC

	Steps 5-12 pass in the primary configuration.

	
	
	

	15. 
	Close all windows by typing exit

	This test case is completed.
	
	
	


Table 1

	Commands
	Explanation of commands

	-m0
	Shared memory region zero: data coming to cpsbn from dvb

	-m5
	Shared memory region five: data sent from cpsbn to dx3f acqservers

	-k0
	SBN channel zero: NMC

	-k1
	SBN channel one: GOES

	-k2
	SBN channel two: NMC2

	-k3
	SBN channel three: NOAAPORT_OPT

	-k4
	SBN channel four: NMC3

	-xt
	Output display configuration

	-xb
	Output display configuration

	-i2
	Iterate the command every two seconds


Table2

	Command output
	acq_stats –m0 –m5 –k0 –xt –xb –i2

	cpsbn2-tbw3 [pid=11617] update/refresh(0/30 sec) GMT Thu Oct  5 23:57:59 2006

                                             Start [Thu Oct  5 23:57:59]

--> shmem_region[0] ____________________________________________________

Status link 0(0x0) sem_cnt=1/1 (1=nonwait) "NMC" [TNCF->TMGS]

   task    pid   prod_last/type  buff_last/expect  seq_prod   state_wait/prod

 reader   9612    1570832/               2/             -     SOCK_RD   MCAST

 process  9610    1570832/NWSTG( 17)     2/3        138832    PIPE_RD   INPROC

 distrib  9608    1570828                -          138832    PIPE_RD

Status client link/group/hosts 0/All/All sem_cnt= 1/ 1 (1=nonwait)

   host     client dist out     last_time            last_#          total

 id  name     pid   hdr typ     conn   xfr(I/A/F)  prod  buff      prod   buff

 0 cpsbn2-tbw  9615   0 nfs 19:29:26 23:57:57I  1570817W    1     97348 326079

 1 cpsbn2-tbw  9727   2 nfs 19:29:29 23:57:55I  1570806W    5     12776  45812

 2 cpsbn2-tbw 10082   0 nfs 19:30:07 23:56:44I  1570140W   53     28706 129992

--> shmem_region[5] ____________________________________________________

Status client link/group/hosts 0/All/All sem_cnt= 1/ 1 (1=nonwait)

   host     client dist out     last_time            last_#          total

 id  name     pid   hdr typ     conn   xfr(I/A/F)  prod  buff      prod   buff

 0 dx3f-tbw3   9442   0 acq 19:29:27 23:57:53I  1570789W    0     60798 225869

 0 dx3f-tbw3   9378*  0 acq 19:29:30 23:57:55I  1570806W    5     12313  45510

 0 dx3f-tbw3   9386*  0 acq 19:36:30 23:52:00I    17406W   10     17380  99088

 0 dx3f-tbw3   9394*  0 acq 19:30:10 23:56:44I  1570140W   53      6462  43772

 0 dx3f-tbw3   9402*  0 acq 19:34:29 23:55:02I  1569016W    0      8989  30166

 0 dx3f-tbw3   9410*  0 acq 19:30:03 23:55:41I  1570260W    0     32792  82224

 0 dx3f-tbw3   9418*  0 acq 19:30:09 23:57:38I  1570636W    0       524    524

 0 dx3f-tbw3   9426*  0 acq 19:29:39 23:57:28I  1570546W    0      2517   2526

 0 dx3f-tbw3   9434*  0 acq      n/a       n/a        0W    0         0      0


Table 3

	MetarDecoder log file

	00:02:18.290 METARroutines.C EVENT: NCF_STORE KLAL 10/05/06 23:50:00

00:02:18.302 METARroutines.C EVENT: NCF_STORE KMDZ 10/05/06 23:55:00

00:02:18.317 METARroutines.C EVENT: NCF_STORE KOEB 10/05/06 23:57:00

00:02:18.330 METARroutines.C EVENT: NCF_STORE KOEO 10/05/06 23:55:00

00:02:18.343 METARroutines.C EVENT: NCF_STORE KONA 10/05/06 23:55:00

00:02:18.355 METARroutines.C EVENT: NCF_STORE KPBH 10/05/06 23:55:00

00:02:18.369 METARroutines.C EVENT: NCF_STORE KPCZ 10/05/06 23:55:00

00:02:18.378 METARroutines.C EVENT: NCF_STORE KPDC 10/05/06 23:55:00

00:02:18.390 METARroutines.C EVENT: NCF_STORE KPNM 10/05/06 23:55:00

00:02:18.399 METARroutines.C EVENT: NCF_STORE KPQN 10/05/06 23:55:00

00:02:18.411 METARroutines.C EVENT: NCF_STORE KRYY 10/05/06 23:45:00

00:02:18.421 METARroutines.C EVENT: NCF_STORE KSUN 10/05/06 23:47:00

00:02:18.432 METARroutines.C EVENT: NCF_STORE KTIX 10/05/06 23:45:00

00:02:18.442 METARroutines.C EVENT: NCF_STORE KVQQ 10/05/06 23:50:00

00:02:18.442 DM_METARStationInfo.C PROBLEM: NCF_FAIL: PACM not in dictionary

00:02:18.443 METARroutines.C EVENT: /data/fxa/point/metar/Raw/SAUS70KWBC.06000216.128 deleted

00:02:18.443 METARroutines.C EVENT:

00:02:18.443 MetarDecoder.C EVENT: Checking if purging on rpt table is required...

00:02:18.448 MetarDecoder.C EVENT: Checking if purging on rpt table is required...

00:02:18.449 MetarDecoder.C EVENT: Checking if purging on rpt table is required...

00:02:18.449 MetarDecoder.C EVENT: Checking if purging on rpt table is required...

00:02:18.450 MetarDecoder.C EVENT: Checking if purging on rpt table is required...

00:02:28.893 MetarDecoder.C EVENT: Checking if purging on rpt table is required...
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