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Test Case: Baseline_Swap_SBN_ch1_GOES_1.16.8.11
Test Case Description: This test case demonstrates the capability of AWIPS to perform a swap of the SBN channel one (GOES) from the cpsbn2 to cpsbn1 (Communication Processor for Satellite Broadcasting Network).
· Requirements (for specific release )

· AWIPS shall provide the capability to store and retrieve event data.

· AWIPS shall notify the user when degradations and malfunctions of site equipment and communications interfaces are detected.

· AWIPS shall provide the capability to automatically detect and log the following system events: equipment configuration changes

· The availability (individually at each AWIPS site) of the functionality required to acquire data from the central interfaces, distribute these data to the site via Point-to-Multipoint distribution, store these data at the site, and display these data shall be 0.995.

· Data Input: none

· Prerequisite Conditions: 

· Data is streaming from the ANCF (live) or TNCF (live + test data).
· Root access is needed.

	Step #
	Action / Inputs
	Expected Outputs
	Pass(P)/

Fail(F)

Pending (Pen)
	DR #, Name, Description for failed step 
	Special Needs / Comments

	1. 
	Login to Linux shell as root: login to KDE on an lx workstation and open a terminal window.
	Login to shell as root is successful.
	
	
	

	2. 
	Login to cpsbn2 as root by typing:
· ssh cpsbn2

	Login to server is successful.
	
	
	

	3. 
	Check the configuration of the SBN channels by typing:
· config_dvb –hA
Observe the line with the GOES channel and ensure that the channel is set to ON for rd_enable and reader on cpsbn2 only.  Continue with the test case either way.
	The output will show what server (cpsbn1 or 2) the channels are set to be acquired on.  The script will first show the output for the server you are logged into, then the other server.  For example, if you are logged into cpsbn1, then it will show the output from cpsbn1 followed by cpsbn2.  
	
	
	

	4. 
	If the above step fails because the channel is not set to ON on cpsbn2, then issue the following command; else skip this step:
· config_dvb –s –cGOES

	The script disables the channel on cpsbn1 and enables it on cpsbn2.
	
	
	

	5. 
	Re-check the configuration of the SBN channels by typing:

· config_dvb –hA
Observe the line with the GOES channel and ensure that the channel is set to ON for rd_enable and reader on cpsbn2 (cpsbn1 if in backup mode) only.  
	The output will show what server (cpsbn1 or 2) the channels are set to be acquired on.  The script will first show the output for the server you are logged into, then the other server.  For example, if you are logged into cpsbn1, then it will show the output from cpsbn1 followed by cpsbn2.  
	
	
	

	6. 
	Check the status of channel zero (NMC) by issuing the following acquisition status command:

· acq_stats –m0 –m5 –k1 –xb –xt –i2

	The output is displayed.  The output is technical, but there are a few key places to look to ensure proper acquisition.  See the Table 1 for information about the command.
	
	
	

	7. 
	In the shared memory region zero section in the reader row, ensure that the prod_last number is increasing and that that the state_wait text does not read BUFR.

	The action was verified.  View Table 2 as an example.
	
	
	

	8. 
	In the shared memory region five section, ensure that two lines are listed with current (or near current) times in the last_time column.  

	The action was verified.  View Table 2 as an example.
	
	
	

	9. 
	Observe that the product log for channel one is updating by typing:
· cd /data/co/logs/Products/cpsb n#-<site>/sbn_proc1
· tail –f mcProduct.log

	The log updates with new lines.
	
	
	

	10. 
	Open another terminal and login to dx3f as a valid awips user.
· ssh dx3f

	Login to dx3f is successful.  
	
	
	

	11. 
	Find the process ID (PID) of the SatDecoder by typing:
· ps –e|grep Sat

	The command displays the PID and the process name.
	
	
	

	12. 
	Verify that products on SBN channel one are being decoded by an fxa decoder by typing:

· logs

· tail –f *<pid>*
Example: tail –f *3487*

	The log should look similar to what is provided in Table 3.
This confirms that the data on the channel is being acquired and decoded on this system in the primary configuration.  
	
	
	

	13. 
	To test the channel in the backup configuration, issue the following commands and verify steps 5-12 on cpsbn1:
· ssh cpsbn1
· config_dvb –s –cGOES
While it may be a good idea to leave the system in a backup state for 24 hours to test a long-term backup, it is not necessary.


	Steps 5-12 pass in the backup configuration.
Once steps 5-12 have been completed successfully, they have confirmed that the data on the channel is being acquired and decoded on this system in the backup configuration.  
	
	
	

	14. 
	Issue the following commands to restore the channel to the primary configuration and verify steps 5-12 on cpsbn2, again:

· ssh cpsbn2
· config_dvb –s –cGOES


	Steps 5-12 pass in the primary configuration.
	
	
	

	15. 
	Close all windows by typing exit

	This test case is completed.
	
	
	


Table 1

	Commands
	Explanation of commands

	-m0
	Shared memory region zero: data coming to cpsbn from dvb

	-m5
	Shared memory region five: data sent from cpsbn to dx3f acqservers

	-k0
	SBN channel zero: NMC

	-k1
	SBN channel one: GOES

	-k2
	SBN channel two: NMC2

	-k3
	SBN channel three: NOAAPORT_OPT

	-k4
	SBN channel four: NMC3

	-xt
	Output display configuration

	-xb
	Output display configuration

	-i2
	Iterate the command every two seconds


Table2

	Command output
	acq_stats –m0 –m5 –k1 –xt –xb –i2

	cpsbn2-tbw3 [pid=11619] update/refresh(0/30 sec) GMT Thu Oct  5 23:59:40 2006

                                             Start [Thu Oct  5 23:59:40]

--> shmem_region[0] ____________________________________________________

Status link 1(0x10) sem_cnt=1/1 (1=nonwait) "GOES" [TNCF->TMGS]

   task    pid   prod_last/type  buff_last/expect  seq_prod   state_wait/prod

 reader   9724        151/             358/             -     SOCK_RD   MCAST

 process  9722        151/WGOES( 70)   358/358         325    PIPE_RD   NONE

 distrib  9720        151                -             325    PIPE_RD

Status client link/group/hosts 1/All/All sem_cnt= 1/ 1 (1=nonwait)

   host     client dist out     last_time            last_#           total

 id  name     pid   hdr typ     conn   xfr(I/A/F)  prod  buff      prod   buff

 0 cpsbn2-tbw 10063   0 nfs 19:29:42 23:58:55I      151W  358       325 198995

--> shmem_region[5] ____________________________________________________

Status client link/group/hosts 1/All/All sem_cnt= 1/ 1 (1=nonwait)

   host     client dist out     last_time            last_#           total

 id  name     pid   hdr typ     conn   xfr(I/A/F)  prod  buff      prod   buff

 0 dx3f-tbw3   9450   0 acq 19:29:46 23:56:46I      138W  410       151  93460

 0 dx3f-tbw3   9458*  0 acq 19:40:23 23:58:56I      151W  395       174 137852


Table 3

	SatDecoder log file

	00:00:53.264 decodeSat.C EVENT: NCF_ENTRY [1/1] = TIGI43KNES.06000053.167

00:00:53.322 sat.C EVENT: Notified 7163 Oct 05 06 23:24:00 GMT

00:00:53.322 pdsAdvise.C EVENT: NCF_STORE /data/fxa/sat/SBN/netCDF/pacific/pacific_i14/20061005_2324 has been created.

00:00:53.323 decodeSat.C USE: Decoder Output Snd 14.06 micron Img

00:00:53.386 decodeSat.C EVENT: NCF_ENTRY [1/1] = TIGI48KNES.06000053.168

00:00:53.441 sat.C EVENT: Notified 7093 Oct 05 06 23:24:00 GMT

00:00:53.441 pdsAdvise.C EVENT: NCF_STORE /data/fxa/sat/SBN/netCDF/pacific/pacific_i11/20061005_2324 has been created.

00:00:53.442 decodeSat.C USE: Decoder Output Snd 11.03 micron Img

00:00:57.531 decodeSat.C EVENT: NCF_ENTRY [1/1] = TIGI50KNES.06000057.169

00:00:57.582 sat.C EVENT: Notified 7123 Oct 05 06 23:24:00 GMT

00:00:57.582 pdsAdvise.C EVENT: NCF_STORE /data/fxa/sat/SBN/netCDF/pacific/pacific_wv74/20061005_2324 has been created.

00:00:57.583 decodeSat.C USE: Decoder Output Snd 7.43 micron Img

00:00:59.677 decodeSat.C EVENT: NCF_ENTRY [1/1] = TIGI51KNES.06000059.170

00:00:59.729 sat.C EVENT: Notified 7113 Oct 05 06 23:24:00 GMT

00:00:59.729 pdsAdvise.C EVENT: NCF_STORE /data/fxa/sat/SBN/netCDF/pacific/pacific_wv70/20061005_2324 has been created.

00:00:59.730 decodeSat.C USE: Decoder Output Snd 7.02 micron Img

00:01:03.795 decodeSat.C EVENT: NCF_ENTRY [1/1] = TIGI52KNES.06000103.171

00:01:03.847 sat.C EVENT: Notified 7103 Oct 05 06 23:24:00 GMT

00:01:03.847 pdsAdvise.C EVENT: NCF_STORE /data/fxa/sat/SBN/netCDF/pacific/pacific_wv65/20061005_2324 has been created.

00:01:03.848 decodeSat.C USE: Decoder Output Snd 6.51 micron Img
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