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Test Case: Baseline_Swap_SBN_ch3_NOAAPORT
Test Case Description: This test case demonstrates the capability of AWIPS to perform a swap of the SBN channel three (NOAAPORT) from the cpsbn2 to cpsbn1 (Communication Processor for Satellite Broadcasting Network).
· Requirements (for specific release )

· AWIPS shall provide the capability to store and retrieve event data.

· AWIPS shall notify the user when degradations and malfunctions of site equipment and communications interfaces are detected.

· AWIPS shall provide the capability to automatically detect and log the following system events: equipment configuration changes

· The availability (individually at each AWIPS site) of the functionality required to acquire data from the central interfaces, distribute these data to the site via Point-to-Multipoint distribution, store these data at the site, and display these data shall be 0.995.

· Data Input: none

· Prerequisite Conditions: 

· Data is streaming from the ANCF (live) or TNCF (live + test data).
· Root access is needed.

· The system is configured as OCONUS.  The shell command echo $OCONUS will verify this.

	Step #
	Action / Inputs
	Expected Outputs
	Pass(P)/

Fail(F)

Pending (Pen)
	DR #, Name, Description for failed step 
	Special Needs / Comments

	1. 
	Login to Linux shell as root: login to KDE on an lx workstation and open a terminal window.
	Login to shell as root is successful.
	
	
	

	2. 
	Login to cpsbn2 as root by typing:
· ssh cpsbn2

	Login to server is successful.
	
	
	

	3. 
	Check the configuration of the SBN channels by typing:
· config_dvb –hA
Observe the line with the NOAAPORT_OPT channel and ensure that the channel is set to ON for rd_enable and reader on cpsbn1 only.  Continue with the test case either way.
	The output will show what server (cpsbn1 or 2) the channels are set to be acquired on.  The script will first show the output for the server you are logged into, then the other server.  For example, if you are logged into cpsbn1, then it will show the output from cpsbn1 followed by cpsbn2.  
	
	
	

	4. 
	If the above step fails because the channel is not set to ON on cpsbn2, then issue the following command; else skip this step:
· config_dvb –s –cNOAAPORT_OPT

	The script disables the channel on cpsbn1 and enables it on cpsbn2.
	
	
	

	5. 
	Re-check the configuration of the SBN channels by typing:

· config_dvb –hA
Observe the line with the NOAAPORT_OPT channel and ensure that the channel is set to ON for rd_enable and reader on cpsbn2 (cpsbn1 if in backup mode) only.  
	The output will show what server (cpsbn1 or 2) the channels are set to be acquired on.  The script will first show the output for the server you are logged into, then the other server.  For example, if you are logged into cpsbn1, then it will show the output from cpsbn1 followed by cpsbn2. 
	
	
	

	6. 
	Check the status of channel three (NOAAPORT_OPT) by issuing the following acquisition status command:

· acq_stats –m0 –m5 –k3 –xb –xt –i2
	The output is displayed.  The output is technical, but there are a few key places to look to ensure proper acquisition.  See the Table 1 for information about the command.

	
	
	

	7. 
	In the shared memory region zero section in the reader row, ensure that the prod_last number is increasing and that that the state_wait text does not read BUFR.

	The action was verified.  View Table 2 as an example.
	
	
	

	8. 
	In the shared memory region five section, ensure that three lines are listed. The second of these lines has current (or near current) times in the last_time column.  

	The action was verified.  View Table 2 as an example.
	
	
	

	9. 
	Observe that the product log for channel three is updating by typing:
· cd /data/co/logs/Products/cpsbn#-<site>/sbn_proc3
· tail –f mcProduct.log

	The log updates with new lines.
	
	
	

	10. 
	Open another terminal and login to dx3f as a valid awips user by typing:
· ssh dx3f

	Login to dx3f is successful.  
	
	
	

	11. 
	Find the process ID (PID) of the SatDecoder by typing:
· ps –e|grep Sat

	The command displays the PID and the process name.
	
	
	

	12. 
	Verify that products on SBN channel three are being decoded by an fxa decoder by issuing the following two commands:

· logs

· tail –f *<pid>*
Example: tail –f *3487*
	The log should look similar to Table 3.  Depending upon the site’s ingest, Alaska, Hawaii, or Puerto Rico products will be decoded, and every three hours 5-Sat composite products will be decoded.
This confirms that the data is being acquired and decoded in the primary configuration.  
	
	
	

	13. 
	To test the channel in the backup configuration, issue the following commands and verify steps 5-12 on cpsbn1:
· ssh cpsbn1
· config_dvb –s –cNOAAPORT_OPT
While it may be a good idea to leave the system in a backup state for 24 hours to test a long-term backup, it is not necessary.
	Steps 5-12 pass in the backup configuration.
Once steps 5-12 have been completed successfully, they have confirmed that the data on the channel is being acquired and decoded on this system in the backup configuration.  
	
	
	

	14. 
	Issue the following commands to restore the channel to the primary configuration and verify steps 5-12 on cpsbn2, again:

· ssh cpsbn2

· config_dvb –s – cNOAAPORT_OPT
	Steps 5-12 pass in the primary configuration.
	
	
	

	15. 
	Close all windows by typing exit

	This test case is completed.
	
	
	


Table 1

	Commands
	Explanation of commands

	-m0
	Shared memory region zero: data coming to cpsbn from dvb

	-m5
	Shared memory region five: data sent from cpsbn to dx3f acqservers

	-k0
	SBN channel zero: NMC

	-k1
	SBN channel one: GOES

	-k2
	SBN channel two: NMC2

	-k3
	SBN channel three: NOAAPORT_OPT

	-k4
	SBN channel four: NMC3

	-xt
	Output display configuration

	-xb
	Output display configuration

	-i2
	Iterate the command every two seconds


Table2

	Command output
	acq_stats –m0 –m5 –k3 –xt –xb –i2


 0 dx3f-tbw3   9506*  0 acq      n/a       n/a        0W    0         0      0

	


Table 3

	SatDecoder log file

	00:12:27.058 decodeSat.C EVENT: NCF_ENTRY [1/1] = TIGA01KNES.29001226.525

00:12:27.205 sat.C EVENT: Notified 7504 Jul 29 05 00:00:00 GMT

00:12:27.205 pdsAdvise.C EVENT: NCF_STORE /data/fxa/sat/SBN/netCDF/alaska/alaska_vis/20050729_0000 has been created.

00:12:27.206 decodeSat.C USE: Decoder Output Vis

00:12:29.058 decodeSat.C EVENT: NCF_ENTRY [1/1] = TIGA05KNES.29001229.526

00:12:29.085 sat.C EVENT: Notified 7503 Jul 29 05 00:00:00 GMT

00:12:29.085 pdsAdvise.C EVENT: NCF_STORE /data/fxa/sat/SBN/netCDF/alaska/alaska_iwv/20050729_0000 has been created.

00:12:29.086 decodeSat.C USE: Decoder Output Wv

00:12:29.087 decodeSat.C EVENT: NCF_ENTRY [1/1] = TIGA02KNES.29001229.527

00:12:29.128 sat.C EVENT: Notified 7501 Jul 29 05 00:00:00 GMT

00:12:29.128 pdsAdvise.C EVENT: NCF_STORE /data/fxa/sat/SBN/netCDF/alaska/alaska_i11/20050729_0000 has been created.

00:12:29.131 decodeSat.C USE: Decoder Output Ir

00:12:31.104 decodeSat.C EVENT: NCF_ENTRY [1/1] = TIGA03KNES.29001231.528

00:12:31.138 sat.C EVENT: Notified 7522 Jul 29 05 00:00:00 GMT

00:12:31.138 sat.C EVENT: Notified 7502 Jul 29 05 00:00:00 GMT

00:12:31.138 pdsAdvise.C EVENT: NCF_STORE /data/fxa/sat/SBN/netCDF/alaska/alaska_i12/20050729_0000 has been created.

00:12:31.139 decodeSat.C USE: Decoder Output i12
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