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1 General Information

1.1 Purpose: 
This document describes the results of the Advanced Weather Information Processing System replacement (AWIPS II) Task Order 11 Delivery 3 (TO11D3) Independent Verification & Validation (IV&V) Test Plan as well as the results of additional TO11D3 IV&V activities.
This document also includes the results of tasks and testing associated with the “DR Fixes” release by Raytheon, known as TO11D3.1.  Now new functionality was delivered in TO11D3.1, just DR Fixes.
The results detailed in this document include evaluations of the execution of Raytheon and National Weather Service (NWS) test procedures, the expected content delivered in TO11D3, and the performance of AWIPS II.
1.2 Executive Level Overview

As with previous TO11 releases, the Master Deliverables Matrix (MDM) steered the IV&V team’s testing for the TO11D3/3.1 (henceforth known as “TO11D3”) delivery.

Raytheon reported that 120 TTRs were fixed in TO11D3.1 and previous releases.  Of those 120 TTRs, the IV&V Team found that 43 were fixed, 4 were potentially Overcome by Events (OBE), 34 failed, 5 could not be tested due to unavailable data and/or insufficient knowledge, and 34 were not tested due to time and/or system resource constraints.  The non-closed TTRs will be tested again in TO11D4/5.
Raytheon also reported that 73 DRs were fixed in TO11D3.1 and previous releases.  Of those 73 DRs, the IV&V Team found that 52 were fixed, 12 failed, 5 could not be tested due to unavailable data and/or insufficient knowledge, and 4 were not tested due to time and/or system resource constraints.  The non-closed DRs will be tested again in TO11D4/5.
An assessment was done to determine why so many TTRs and DRs failed.  Early TTRs (i.e., those created before July 2008) had a 58% failure rate vs. a 34% failure rate for post-July 2008 TTRs.  Most TTR failures were related to CAVE, especially with regards to CAVE panel swapping/functions.  The DR failures were much more clear-cut.  Of the 12 failures, 6 were related to functionality not “completely” delivered by Raytheon (e.g. GFE, Skew-T) and 4 others were related to the display of observations in CAVE.
The MDM identified 106 test cases that needed to be executed based on the content delivered in TO11D3.  Of those 106, 6 passed, 34 failed, 46 were deferred due to insufficient data and/or lack of understanding of the testing instructions, 15 were not tested due to time constraints, and 5 were found to be OBE.
RATS was not used to evaluate any of the TO11D3 software due to time constraints.
General performance testing was not part of the IV&V Team’s TO11D3 formal activities.  A separate Performance Team has formed and they are focused on that effort.  As such, only subjective observations on the performance of AWIPS II will be included in this and future IV&V reports.  The IV&V Team continued to note troubling performance as related to the looping of data in CAVE and GFE.  Also noted was a common backup of data in the queue waiting to be decoded/ingested, despite that the amount of data being ingested was pared down to “sub-operational” levels.
The MDM’s Function Map (FM) continued to show a rightward creep in the number of FM items delivered per TO11 slice/delivery.  Of particular note is the fact that nearly 70% of AWIPS’ complete functionality is scheduled for delivery in the remaining 3 slices of TO11.  This number should be watched as it is a sign of a considerable test effort needed before System OT&E (Spring 2010).  The volume of functionality delivered in D5 and D6 (63% of the total FM items) also suggests that there is a significant potential that a high number of TTRs/DRs will be discovered and created late in the TO11 delivery timeframe.  This poses a danger to the overall AWIPS II schedule.
The IV&V Team also gathered some subjective information regarding TO11D3.  The IV&V Team continues to be concerned about the content and stability of TO11D3.  The Team has also offered several suggestions on future priorities that may help mitigate those concerns in future Task Orders.
Details of each of these metrics may be found in the following sections of this report.
2 Test Results

The team verified the Raytheon-fixed TTRs in TO11D3 and the MDM test cases relevant for TO11D3.
2.1 TTR testing
Raytheon reported that 120 TTRs were fixed in TO11D3 and previous releases.  Out of those 160 TTRs, 43 passed, 4 were potentially OBE, 34 failed (in RED), 5 could not be tested (in BLUE), and 34 were not tested due to time/resource constraints.  The detailed results of the IV&V retest of those TTRs are in Table 2-1.
Of the 34 failures, 19 were related to CAVE issues.  Of those 19 CAVE issues, 5 were related to CAVE panel swapping/functionality.  3 other failures were related to AlertViz issues, 3 were related to Warngen, and 3 were related to “early” functionality testing (GFE, Radar Tilts).
33 TTRs were tested that were created in June 2008 or earlier.  Of those 33, 19 failed (58% failure rate).

44 TTRs were tested that were created in July 2008 or later.  Of those 44, 15 failed (34% failure rate).
	TTR
	Testing Org
	Pass/Fail
	TTR
	Testing Org.
	Pass/Fail

	17
	OHD/HSD
	OBE (Woody?)
	26
	OHD/HSD
	OBE?

	31
	GSD
	Untestable
	52
	GSD
	FAIL

	53
	GSD
	FAIL
	59
	OPS/SST
	PASS

	61
	OPS/SST
	PASS
	68
	SEC
	PASS

	75
	OPS/SST
	
	81
	GSD
	FAIL

	84
	MDL
	FAIL
	86
	MDL
	FAIL

	89
	GSD
	PASS
	103
	OPS/SST
	PASS

	105
	OPS/SST
	PASS
	110
	OPS/SST
	PASS

	114
	OPS/SST
	
	116
	OPS/SST
	PASS

	118
	GSD
	FAIL
	125
	GSD
	FAIL

	126
	GSD
	FAIL
	143
	SEC
	FAIL

	144
	GSD
	FAIL
	145
	GSD
	FAIL

	146
	OPS/SST
	
	148
	GSD
	FAIL

	149
	GSD
	FAIL
	154
	OPS/SST
	

	155
	OPS/SST
	
	156
	OPS/SST
	

	157
	OPS/SST
	
	162
	GSD
	FAIL

	166
	OPS/SST
	PASS
	167
	GSD
	PASS

	171
	GSD
	FAIL
	175
	GSD
	PASS

	182
	GSD
	FAIL
	189
	GSD
	PASS

	190
	GSD
	PASS
	191
	GSD
	PASS

	192
	GSD
	FAIL
	195
	SEC
	

	202
	OPS/SST
	FAIL
	205
	SEC
	

	206
	SEC
	
	207
	MDL
	FAIL

	209
	OPS/SST
	
	210
	SEC
	

	213
	OPS/SST
	
	215
	OPS/SST
	

	217
	OPS/SST
	
	219
	OPS/SST
	

	220
	OPS/SST
	
	230
	SEC
	

	231
	SEC
	
	235
	SEC
	

	236
	SEC
	
	245
	SEC
	

	275
	GSD
	FAIL
	287
	GSD
	PASS

	288
	GSD
	PASS
	292
	SEC
	

	294
	OPS/SST
	PASS
	295
	OPS/SST
	PASS

	296
	OPS/SST
	PASS
	297
	OPS/SST
	

	298
	OPS/SST
	PASS
	299
	OPS/SST
	PASS

	300
	OPS/SST
	
	301
	OPS/SST
	PASS

	302
	OPS/SST
	PASS
	303
	OPS/SST
	PASS

	304
	OPS/SST
	PASS
	305
	OPS/SST
	PASS

	306
	OPS/SST
	PASS
	307
	OPS/SST
	PASS

	308
	OPS/SST
	PASS
	338
	GSD
	FAIL

	339
	GSD
	PASS
	340
	GSD
	PASS

	345
	GSD
	FAIL
	346
	GSD
	Deferred

	348
	GSD
	FAIL
	365
	OPS/SST
	

	376
	GSD
	FAIL
	381
	GSD
	FAIL

	382
	GSD
	PASS
	391
	GSD
	PASS

	428
	OPS/SST
	
	434
	OPS/SST
	

	440
	OPS/SST
	PASS
	441
	OPS/SST
	PASS

	456
	GSD
	FAIL
	463
	MDL
	FAIL

	466
	OPS/SST
	
	468
	OPS/SST
	PASS

	470
	OPS/SST
	
	480
	OPS/SST
	PASS

	488
	OHD/HSD
	OBE?
	494
	MDL
	Untestable

	495
	GSD
	FAIL
	497
	MDL
	FAIL

	507
	GSD
	FAIL
	512
	GSD
	PASS

	515
	SEC
	
	520
	MDL
	FAIL

	521
	OPS/SST
	
	527
	OHD/HSD
	OBE?

	530
	OPS/SST
	
	535
	OPS/SST
	FAIL

	536
	OPS/SST
	PASS
	542
	GSD
	Untestable

	560
	MDL
	FAIL
	581
	GSD
	PASS

	598
	SEC
	
	602
	NCEP
	PASS

	603
	NCEP
	PASS
	609
	NCEP
	FAIL

	634
	OHD/HSD
	PASS
	647
	OHD/HSD
	Untestable


Table 2-1.  TO11D3 Fixed TTR Test Results.
2.2 DR testing
Raytheon reported that 73 DRs were fixed in TO11D3 and previous releases.  Out of those 73 DRs, 52 passed, 12 failed (in RED), 5 could not be tested (in BLUE), and 4 were not tested due to time constraints.  The detailed results of the IV&V retest of those DRs are in Table 2-2.

Of the 12 failures, 6 failures were DRs testing “early” functionality (GFE, Skew-T), 4 were related to issues displaying observations in CAVE, and 2 were miscellaneous issues.
	DR
	Testing Org
	Pass/Fail
	DR
	Testing Org.
	Pass/Fail

	833
	GSD
	FAIL
	944
	GSD
	PASS

	1242
	GSD
	PASS
	1260
	GSD
	PASS

	1302
	GSD
	PASS
	1306
	GSD
	PASS

	1318
	GSD
	PASS
	1345
	GSD
	PASS

	1352
	GSD
	PASS
	1365
	GSD
	PASS

	1372
	GSD
	PASS
	1375
	GSD
	Deferred

	1378
	GSD
	Deferred
	1395
	GSD
	PASS

	1409
	GSD
	PASS
	1413
	GSD
	PASS

	1423
	GSD
	PASS
	1435
	GSD
	PASS

	1436
	GSD
	PASS
	1437
	GSD
	PASS

	1438
	GSD
	PASS
	1440
	GSD
	PASS

	1441
	GSD
	FAIL
	1455
	GSD
	PASS

	1457
	GSD
	PASS
	1460
	GSD
	FAIL

	1491
	GSD
	FAIL
	1665
	GSD
	PASS

	1741
	GSD
	PASS
	1876
	GSD
	PASS

	1935
	GSD
	PASS
	1947
	GSD
	PASS

	1953
	GSD
	PASS
	2055
	GSD
	PASS

	2056
	GSD
	Deferred
	2087
	OHD/HSD
	FAIL

	2159
	GSD
	PASS
	2171
	GSD
	PASS

	2172
	GSD
	PASS
	2178
	GSD
	Deferred

	2189
	GSD
	PASS
	2193
	OPS/SST
	PASS

	2202
	GSD
	PASS
	2326
	GSD
	PASS

	2300
	NCEP
	FAIL
	2338
	GSD
	FAIL

	2343
	GSD
	Deferred
	2350
	GSD
	PASS

	2355
	GSD
	FAIL
	2364
	GSD
	PASS

	2380
	GSD
	PASS
	2393
	OPS/SST
	PASS

	2403
	OHD/HSD
	PASS
	2409
	GSD
	FAIL

	2415
	OPS/SST
	
	2423
	OHD/HSD
	PASS

	2432
	OHD/HSD
	PASS
	2444
	GSD
	PASS

	2447
	OPS/SST
	
	2450
	GSD
	PASS

	2460
	GSD
	PASS
	2465
	OPS/SST
	

	2470
	OHS/HSD
	
	2473
	GSD
	FAIL

	2478
	GSD
	PASS
	2479
	GSD
	FAIL

	2485
	GSD
	FAIL
	2491
	GSD
	PASS

	2493
	GSD
	PASS
	2509
	GSD
	PASS

	2510
	GSD
	PASS
	2532
	GSD
	PASS

	2533
	GSD
	PASS
	
	
	


Table 2-2.  TO11D3 Fixed DR Test Results.
2.3 MDM test cases

The Raytheon test cases for TO11D3 are mainly focused around TO11D3 capabilities.  This list is from the Master Deliverables Matrix (MDM) version 3.2.  The results of these test cases – and any newly created TTRs – can be found in Table 2-3.
	 MDM Test ID
	MDM Test filename
	Results
	New TTRs

(* = existing TTR)

	GSD0002
	SVR/Baseline/Baseline_D2D_Capture.doc
	FAIL
	

	GSD0004
	SVR/Baseline/Baseline_D2D_Loc_RADAR.doc
	Deferred
	

	GSD0006
	SVR/Baseline/Baseline_D2D_ModifyDisplayElements.doc
	FAIL
	

	GSD0007
	SVR/Baseline/Baseline_D2D_MSAS.doc
	Deferred
	

	GSD0008
	SVR/Baseline/Baseline_D2D_NCEP_Hydro.doc
	FAIL
	

	GSD0009
	SVR/Baseline/Baseline_D2D_Obs.doc
	FAIL
	

	GSD0010
	SVR/Baseline/Baseline_D2D_Operational Wave Modeling for Great Lakes.doc
	FAIL
	

	GSD0012
	SVR/Baseline/Baseline_D2D_Prod_Disp.doc
	FAIL
	

	GSD0013
	SVR/Baseline/Baseline_D2D_Prod_Load.doc
	FAIL
	

	GSD0014
	SVR/Baseline/Baseline_D2D_Prod_View.doc
	FAIL
	

	GSD0015
	SVR/Baseline/Baseline_D2D_QPE_Mosaic.doc
	Reassign to MDL
	

	GSD0016
	SVR/Baseline/Baseline_D2D_Radar-Environment_Sampling.doc
	FAIL
	

	GSD0017
	SVR/Baseline/Baseline_D2D_RAOB.doc
	FAIL
	

	GSD0018
	SVR/Baseline/Baseline_D2D_Reg_RADAR.doc
	FAIL
	

	GSD0019
	SVR/Baseline/Baseline_D2D_Tools.doc
	FAIL
	

	GSD0020
	SVR/Baseline/Baseline_D2D_UpAir.doc
	FAIL
	

	GSD0021
	SVR/Baseline/Baseline_D2D_VB_Plan.doc
	Deferred
	

	GSD0022
	SVR/Baseline/Baseline_D2D_VB_Sound.doc
	FAIL
	

	GSD0023
	SVR/Baseline/Baseline_D2D_VB_Time.doc
	FAIL
	

	GSD0024
	SVR/Baseline/Baseline_D2D_VB_T-Z.doc
	FAIL
	

	GSD0025
	SVR/Baseline/Baseline_D2D_VB_Xsect.doc
	FAIL
	

	GSD0026
	SVR/Baseline/Baseline_D2D_VB_XvsZ.doc
	FAIL
	

	GSD0027
	SVR/Baseline/Baseline_D2D_Volume.doc
	FAIL
	

	GSD0029
	SVR/Baseline/Baseline_Data-Flow-TNCF.doc
	PASS
	

	GSD0036
	SVR/Baseline/Baseline_IngestRestart.doc
	Deferred
	

	GSD0042
	SVR/Baseline/Baseline_ProductAndSystemMonitoring.doc
	Deferred
	

	GSD0063
	SVR/CheckOut/Check out_ColorImage.doc
	FAIL
	

	GSD0064
	SVR/CheckOut/Checkout_ProductSystemMonitoring.doc
	Deferred
	

	GSD0206
	GSD/GFETestCases/cs001.html
	Deferred
	

	GSD0207
	GSD/GFETestCases/cs002.html
	Deferred
	

	GSD0208
	GSD/GFETestCases/cs003.html
	Deferred
	

	GSD0209
	GSD/GFETestCases/cs004.html
	Deferred
	

	GSD0210
	GSD/GFETestCases/cs005.html
	Deferred
	

	GSD0211
	GSD/GFETestCases/cs006.html
	Deferred
	

	GSD0212
	GSD/GFETestCases/cs007.html
	Deferred
	

	GSD0213
	GSD/GFETestCases/cs008.html
	Deferred
	

	GSD0214
	GSD/GFETestCases/cs009.html
	Deferred
	

	GSD0215
	GSD/GFETestCases/cs010.html
	Deferred
	

	GSD0216
	GSD/GFETestCases/cs011.html
	Deferred
	

	GSD0217
	GSD/GFETestCases/cs012.html
	Deferred
	

	GSD0218
	GSD/GFETestCases/cs013.html
	Deferred
	

	GSD0219
	GSD/GFETestCases/cs014.html
	Deferred
	

	GSD0220
	GSD/GFETestCases/cs015.html
	Deferred
	

	GSD0221
	GSD/GFETestCases/cs016.html
	Deferred
	

	GSD0222
	GSD/GFETestCases/cs018.html
	Deferred
	

	GSD0223
	GSD/GFETestCases/cs019.html
	Deferred
	

	GSD0224
	GSD/GFETestCases/cs020.html
	Deferred
	

	GSD0225
	GSD/GFETestCases/cs021.html
	Deferred
	

	GSD0226
	GSD/GFETestCases/cs022.html
	Deferred
	

	GSD0227
	GSD/GFETestCases/cs023.html
	Deferred
	

	GSD0228
	GSD/GFETestCases/cs025.html
	Deferred
	

	GSD0229
	GSD/GFETestCases/cs026.html
	Deferred
	

	GSD0230
	GSD/GFETestCases/cs027.html
	Deferred
	

	GSD0305
	GSD/GFETestCases/gh001.html
	Deferred
	

	GSD0306
	GSD/GFETestCases/gh002.html
	Deferred
	

	GSD0307
	GSD/GFETestCases/gh003.html
	Deferred
	

	GSD0308
	GSD/GFETestCases/gh004.html
	Deferred
	

	GSD0309
	GSD/GFETestCases/gh005.html
	Deferred
	

	GSD0310
	GSD/GFETestCases/gh006.html
	Deferred
	

	GSD0311
	GSD/GFETestCases/gh007.html
	Deferred
	

	GSD0312
	GSD/GFETestCases/gh008.html
	Deferred
	

	GSD0313
	GSD/GFETestCases/gh009.html
	Deferred
	

	GSD0599
	SVR/TO11D1/TC_Baseline_AWIPS_System_Monitor_N_TO11.doc
	FAIL
	

	GSD0601
	SVR/TO11D1/TC_Baseline_Satellite_M_TO11.doc
	FAIL
	

	GSD0602
	SVR/TO11D1/TC_Baseline_D2D_Images_M_TO11.doc
	Deferred
	

	GSD0603
	SVR/TO11D1/TC_Baseline_D2D_Maps_M_TO11.doc
	FAIL
	

	GSD0604
	SVR/TO11D1/TC_Baseline_D2D_Procedures_M_TO11.doc
	FAIL
	

	GSD0606
	SVR/TO11D2/Baseline_D2D_RAOB_M.doc
	FAIL
	

	GSD0610
	SVR/TO11D3/Baseline_D2D_UpAir_M_Slice3.doc
	FAIL
	

	GSD0611
	SVR/TO11D3/Baseline_Ingest_Data_N_Slice3.doc
	FAIL
	

	MDL0026
	MDL/OB7 Test Review_GDNapp.doc
	
	

	MDL0067
	SVR/TO11D1/TC_Baseline_Alert_Visualization_(Guardian)_M_TO11.doc
	
	

	OHD0027
	OHD_HSD/OHD_Common/Updated_for_OB90/OHD_AM_TestPlan_SHEFdecode.doc
	FAIL
	

	OHD0030
	OHD_HSD/OHD_Common/Updated_for_OB90/OHD_AM_TestProcedures_DPA_Decoder.doc
	PASS
	

	OHD0032
	OHD_HSD/OHD_Common/Updated_for_OB90/OHD_AM_TestProcedures_GagePP.doc
	
	

	OHD0033
	OHD_HSD/OHD_Common/Updated_for_OB90/OHD_AM_TestProcedures_Hydrobase.doc
	FAIL
	

	OHD0036
	OHD_HSD/OHD_Common/Updated_for_OB90/OHD_AM_TestProcedures_Metar2Shef.doc
	
	

	OHD0039
	OHD_HSD/OHD_Common/Updated_for_OB90/OHD_AM_TestProcedures_SiteSpecific_SSHP.doc
	REMOVE
	

	OHD0063
	OHD_HSD/RFC_Only/FromDimensions/Baseline_RFC_XNAV.doc
	Deferred
	

	OHD0065
	OHD_HSD/OHD_Common/DamCRESTtestplan.doc
	REMOVE
	

	OHD0067
	SVR/TO11D1/TC_Baseline_SSHP_M_TO11.doc
	PASS
	

	OHD0068
	SVR/TO11D1/TC_Baseline_RFC_XDAT_M_TO11.doc
	PASS
	

	OHD0069
	SVR/TO11D2/Baseline_Damcat.doc
	PASS
	

	OHD0070
	SVR/TO11D3/Baseline_HYDRO_WHFS_Hydroview.doc
	FAIL
	

	OPS0025
	SVR/Baseline/Baseline_WGFullBckUp.doc
	
	

	OPS0031
	SVR/TO11D3/Baseline_WarnGen_Ver4.doc
	
	

	SEC0001
	SVR/Baseline/Baseline_ChatServer_Whiteboard.doc
	Untestable
	

	SEC0002
	SVR/Baseline/Baseline_CommercialOffTheShelfSoftware.doc
	
	

	SEC0014
	SVR/Baseline/Baseline_FaxCapability.doc
	
	

	SEC0018
	SVR/Baseline/Baseline_Printing.doc
	FAIL
	

	SEC0019
	SVR/Baseline/Baseline_PublicDomainSoftware.doc
	
	

	SEC0023
	SVR/Baseline/Baseline_Text_Workstation.doc
	FAIL
	

	SEC0025
	SVR/Baseline/Baseline_UserAccess.doc
	
	

	SEC0026
	SVR/CheckOut/Checkout_DataBase.doc
	
	

	SEC0027
	SVR/CheckOut/Checkout_PrinterPerformance.doc
	
	

	SEC0029
	SVR/CheckOut/Checkout_TextWorkstation.doc
	FAIL
	

	SEC0045
	SEC/IV&V_Test_Case_8001.doc
	OBE
	

	SEC0046
	SEC/IV&V_Test_Case_8002.doc
	OBE
	

	SEC0047
	SEC/IV&V_Test_Case_8003.doc
	OBE
	

	SEC0049
	SEC/IV&V_Test_Case_8005.doc
	FAIL
	

	SEC0050
	SEC/IV&V_Test_Case_8006.doc
	PASS
	

	SEC0051
	SEC/IV&V_Test_Case_8007.doc
	
	

	SEC0052
	SEC/IV&V_Test_Case_8008.doc
	
	

	SEC0053
	SEC/IV&V_Test_Case_8009.doc
	
	

	SEC0054
	SEC/IV&V_Test_Case_8010.doc
	
	

	SEC0055
	SVR/TO11D1/TC_Baseline_TextDB_Command_Line_Interface_N_TO11.doc
	Untestable
	


Table 2-3 MDM Test Cases
3 Performance Testing
4 RCP Application Test System (RATS)
Due to time constraints, this testing was not performed on TO11D3.
5 Other Performance Testing
A separate Performance Group has been formed to evaluate the performance of the AWIPS II software and how it compares to AWIPS I software.  Although the Performance Group consists of members of the IV&V Team, the IV&V Reports will only provide a subjective analysis of the AWIPS II performance.
See Section 3.3 for details on the subjective analysis.
6 Delivery Content Assessment

The contents of each TO release are assessed by using the MDM to determine what “complete” functionality was delivered versus what was expected.
6.1 MDM Metric Report
Prior to the delivery of TO11, Raytheon provided a “Checklist” that showed target deliveries for each AWIPS area of functionality (e.g., GFE, Warngen, Comms Infrastructure, etc.).  With each TO11 Slice delivery, that Checklist is updated.

Table 3-1 shows the initial number of MDM Function Map (FM) items scheduled for each Slice as well as the new Checklist schedule delivered with each Slice.  D1 represents Slice 1; D?? represents FM items that have not yet been assigned to a slice/delivery.  The last row in the table shows the MINIMUM percent of FM items that Raytheon considers to be complete.  Note that although some level of functionality has been delivered for a particular Checklist item, it is counted as 0% until its actual delivery date as defined by the Checklist.  For example, even though portions of GFE have been delivered since TO9, GFE’s FM items are not counted in the final row until D5 – GFE’s delivery date as defined by the Checklist.
	
	D1
	D2
	D3
	D4
	D5
	D6
	D??
	Total

	Pre-TO11 # FM items
	1809
	1135
	1260
	1698
	3856
	4680
	1154
	15592

	TO11D1 # FM items
	1729
	943
	1398
	1896
	3888
	4745
	993
	15592

	TO11D2 # FM items
	1729
	882
	1331
	1900
	3977
	4745
	1028
	15592

	TO11D3 # FM items
	1729
	882
	291
	1900
	5017
	4830
	943
	15592

	Min. “Complete” FM items
	11.1%
	16.7%
	18.6%
	30.8%
	63.0%
	94.0%
	N/A
	100%


Table 3-1 Menu Mapping Metrics
Table 3-2 shows the number of test cases by slice and the FM items with no test casedefined (i.e., “The Gap”).  Items that have no test case can only be tested by ad hoc testing – not a reliable method for the purposes of IV&V testing.

	
	D1
	D2
	D3
	D4
	D5
	D6
	D??
	Total

	Test Cases
	66
	43
	6
	30
	551
	51
	N/A
	920

	FM Item Test Gap (no test cases)
	1180
	527
	150
	1436
	974
	3717
	571
	8255

	Covered with existing test cases
	31.8%
	40.2%
	48.5%
	24.4%
	80.6%
	23.0%
	39.4%
	45.1%


Table 3-2 Function Map Test Case Gaps
6.2 Infrastructure Assessment

Due to time constraints, this assessment was not determined in TO11D3.
6.3 Subjective Assessment

Although the data contained in this report serve to describe the state of the AWIPS II software in TO11D3, a subjective assessment of the software helps to provide a more complete understanding of the readiness of the AWIPS II software.  This section details some of the subjective information gathered during the TO11D3 IV&V efforts, including TO11D3’s stability, functionality, and future development priorities suggested by the IV&V Team.
6.3.1 Stability

The AWIPS II data ingest processes proved to be unstable when used in a normal fashion.  If the ingest software was configured to decode and store all incoming data (as most NWS Forecast Offices operate), EDEX frequently hung and/or crashed within 24-48 hours.  Two remedies were used by various IV&V Team Members:

1) Use a cron job to restart the ingest software each night.

2) Configure the ingest software to only ingest a subset of the available data.
Neither of these approaches are feasible or useable in an operational environment.  It should be noted that the current set of products being ingested is not complete – as each successive slice of TO11 is delivered, the total volume of data ingested will increase.  This increase is expected to magnify the current data ingest stability issues unless corrected.
6.3.2 Performance

The IV&V Team continues to note that the performance of the AWIPS II software is worse than that in AWIPS I.  Looping of data in CAVE and GFE is noticeably slower (at times, an order of magnitude worse).  It was noted that it takes several times longer to load a complete set of model data in GFE in AWIPS II (this is a normal operation for many WFOs).
The data ingest performance is equally troubling.  As mentioned in section 3.3.1, the stability of EDEX is poor when a “normal” amount of data are being ingested.  Even after some test locations backed off the amount of data being ingested to “less than operational” levels, severe queues including thousands of files waiting to be decoded/ingested are a common occurance.  Needless to say, this would be unacceptable in the field.
6.3.3 Delivered Functionality

The IV&V Team continues to be concerned with the increase in the amount of functionality targeted for the later slices of TO11.  The later the functionality can be tested, the later defects can be reported to Raytheon.  Of course the later Raytheon knows about the defects, the later those defects will be resolved.  This puts future schedules at risk since the software quality may not be high enough to enter phases such as SIT and OT&E.
Due to reasons described earlier in this document, the MDM alone cannot accurately represent the readiness of some parts of AWIPS because most MDM metrics measure COMPLETE functionality as it’s delivered.  Perhaps the most obvious example of this is with GFE.  Some of GFE’s functionality has been delivered since TO9 and has been available as an “early look” at the software.  Additionally, not all Function Map items are equally important.  “Help->About this application” is a far less important FM item than, say, the menu item to create official NWS forecast products from GFE.
GFE Infrastructure, Warngen templates, and Warngen customization are just three areas whose functionality aids the National Core Local Application Development Team (NCLADT) and other Local Application developers.  The delivery of most of these pieces of functionality are a prerequisite for these developers.  For details and implications, see section 3.3.4.
6.3.4 Future Development Priority Recommendations
The IV&V Team feels that several pieces of AWIPS II software should continue to be considered as high priority development items.  Those items and the reasoning behind their importance at this time are listed below.  They should all be considered very important and are not listed in any particular order.

1) GFE Automated Tests – In order to completely test the functionality of GFE and its product formatters, GSD developed a large set of automated tests that can be run.  These automated tests not only save test resources (person-hours), but given the volume of test cases, are critical in determining the readiness of the GFE software.  These automated tests are also necessary to test fixed GFE TTRs – they allow for a rapid assessment of the entire GFE system (especially the text formatters) to ensure that the fixed TTR hasn’t broken functionality elsewhere.  The GFE infrastructure which allows these automated tests to execute is not present in TO11D3.  It is critical that these automated tests be functional when GFE is delivered in Slice 4/5.
2) GFE formatter infrastructure – It is concerning that the GFE formatter infrastructure is still missing significant pieces.  This means that most of the regional or local formatters can not be tested or ported to AWIPS II.  Nearly all NWS WFOs use regional or local formatters in their operations – very few use any baseline formatters.  The longer it takes for the baseline formatter infrastructure to become stable, the higher the risk that the regional and local GFE product formatters will not be ready in time for OT&E.
Appendix A – Acronyms and Abbreviations
The following list of acronyms and abbreviations are used in this document:

	Acronym
	Definition

	ADE
	AWIPS Development Environment

	AWIPS
	Advanced Weather Interactive Processing System

	CAVE
	Common AWIPS Visualization Environment

	CTR
	Continuous Technology Refresh

	DR
	Discrepancy Report

	EDEX
	Enterprise Data Exchange

	FM
	Function Map

	GFE
	Graphical Forecast Editor

	GRIB
	GRIdded Binary

	GSD
	Global Systems Division

	GUI
	Graphical User Interface

	HSD
	Hydrological Services Division

	IV&V
	Independent Verification and Validation

	MDL
	Meteorological Development Laboratory

	MDM
	Master Deliverables Matrix

	NCEP
	National Centers for Environmental Prediction

	NCLADT
	National Core Local Application Development Team

	NWS
	National Weather Service

	OBE
	Overcome By Events

	OCWWS
	Office of Climate, Water, & Weather Services

	OHD
	Office of Hydrologic Development

	OPS
	Office of Operational Systems/AWIPS Support Branch W/OPS21

	OST
	Office of Science and Technology

	RATS
	Rich Client Platform (RCP) Application Test System

	SEC
	Systems Engineering Center 

	SST
	Site Support Team

	STD
	Software Test-Case Document

	STP
	Software Test Plan

	TO
	Task Order

	TTR
	Trouble Ticket Report

	WFO
	Weather Forecast Office


Appendix B –IV&V Team Members
The following organizations/ team members were involved in the TO11 IV&V.  Without their hard work, this effort would not be possible:

· GSD – Carl Bullock, Leigh Cheatwood, Joanne Edwards, Jim Fluke, Tracy Hansen, Tom LeFebvre, Woody Roberts, Mike Romberg, Joe Wakefield, Susan Williams
· MDL – Mike Churma, Cece Mitchell, Steve Smith, Ken Sperow

· NCEP – Steve Gilbert, David Plummer, Scott Jacobs, Jianning Zeng
· OHD – Mark Fresch, Chip Gobs, Mark Glaudemans, Tom Kretz, Xuning Tan

· SEC – Olga Brown-Leigh, Jim Calkins (Team Lead), Stowe Davison, Brian Gockel, Ira Graffman, Tim Hopkins, Ashley Kells, Thomas McGuire, Oanh Nguyen, John Olsen, Pete Pickard, Tom Piper, Bob Rood, Alissa Thomas, Edwin Welles, Jim Williams, Wufeng Zhou
· OCWWS – Mark Armstrong, Randy Rieman, Michael Szkil, Cammye Sims, Kevin Woodworth
· OPS/SST – Berry Azeem, Neal DiPasquale, Wayne Martin, Mike Rega, Jay Morris, John Tatum
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