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1 General Information

1.1 Purpose: 

This document describes the test objects, the test objectives, the test strategy, the test types, the test resources, and the tools and automation of the test process for the AWIPS Migration (formerly AWIPS II) project.

Independent Verification and Validation (IV&V) will provide a formal, independent assessment of each Task Order deliverable.  IV&V assesses the quality of the software, the proper functionality of the software, and ensures the software meets all applicable performance requirements.  Early discovery of defects is vital to the success of the project.  Defects discovered during IV&V will be quickly reported to the Raytheon development team in Omaha, NE, adjudicated to assign their impact and priority, and tracked to ensure all defects are fully resolved and correctly implemented in the AWIPS Migration software. 


1.2 Scope

This document establishes the IV&V Software Test Plan for Task Order 11 Delivery (Slice) 4&5 (TO11D4/5) deliverable for the Advanced Weather Information Processing System (AWIPS).  Testing will include DRs fixed in TO11D4/5, any untested TO11D3 or earlier TTRs, test cases identified as necessary by the Master Deliverables Matrix (MDM), limited regression test cases, and performance-based tests.

1.3 System Overview

The Verification and Validation (V&V) is a life cycle process based on the principle that detecting problems early in the project will cost less than if they are detected later.  Early detection allows more time for correction and allows more degrees of freedom for corrective actions.  

For this TO11 delivery, the AWIPS Migration software extends the capabilities delivered under the previous AWIPS Continuous Technology Refresh (CTR) Re-Architecture initiative.   With each TO11 slice/delivery, additional COMPLETE functionality will be delivered.  When the final TO11 delivery occurs (Slice 6), AWIPS functionality will be complete (excepting known TTRs/DRs).

This document describes the IV&V methodologies that are used to verify the above capabilities. It shall be used to assess that the coding is of sufficient quality, contains sufficient internal documentation, responds correctly to commands provided by the user, carries out the mathematical calculations to the required accuracy, and meets the performance requirements when applicable.

2 Reference Documents

· AWIPS Software Product Improvement Plan

· Task Order 11 Statement of Work (SOW) and Schedule

· Internal Software Test Plan by Raytheon

· AWIPS Migration Delivery Test Plan for TO11 (by the NWS)

· Master Deliverables Matrix (MDM) v5.0

· TO11D45 TTRs to test.pdf

3 Acronyms and Abbreviations

The following list of the acronyms and abbreviations are used in this document:

Acronym
Definition

ADE
AWIPS Development Environment

AWIPS
Advanced Weather Interactive Processing System

CAPE
Convective Available Potential Energy 

CAVE
Common AWIPS Visualization Environment

CCB
Configuration Control Board

CIN
Convective Inhibition 

CM
Configuration Management

CTR
Continuous Technology Refresh

DR
Discrepancy Reports

EDEX
Enterprise Data Exchange

FTD
Functional Test Driver

FTP
File Transfer Protocol

GRIB
GRIdded Binary

GSD
Global Systems Division

I&T
Integration and Test

IV&V
Independent Verification and Validation

MDL
Meteorological Development Laboratory

MDM
Master Deliverables Matrix

METAR
Meteorological Aviation Routine Weather Report

N-AWIPS
National Centers AWIPS

NCEP
National Centers for Environmental Prediction

NSHARP
National Centers Sounding Hodograph Analysis Research Program

NWS
National Weather Service

OHD
Office of Hydrologic Development

OPS
Office of Operational Systems/AWIPS Support Branch W/OPS21

OST
Office of Science and Technology

RTM
Requirements Traceability Matrix

SEC
Systems Engineering Center 

SHEF
Standard Hydro meteorological Exchange Format

STD
Software Test-Case Document

STP
Software Test Plan

TO
Task Order

TP
Test Procedure

V&V
Verification and Validation

WFO
Weather Forecast Office

4 Test Objects 

The IV&V Team will focus on several different areas:

· DR/TTR Fixes

· Test Cases

· Performance Testing

· Delivery Status (based on the MDM)

Raytheon will provide the list of DR/TTR fixes with each delivery.  The Test Cases will be the new and/or updated test cases provided by Raytheon with each release, supplemented with relevant regression test cases and Raytheon-indicated “early look” test cases.  The MDM will provide the IV&V Team with the actual list of these test cases.  The Delivery Status will be a gathering of metrics from the MDM that describe how much of the MDM’s Function Map items can be tested with existing test cases, and how complete the overall AWIPS Migration development is progressing.

4.1 DR/TTR Fixes

With each software delivery, there are certain TTRs and DRs (w/o TTRs) that are ready for testing.  The rules for determining those TTRs and DRs are as follows:

· All TTRs written on AWIPS functionality that has been delivered in the slice.  For example, Warngen was delivered in Slice 3, so any TTRs written on Warngen before the Slice 3 delivery should be tested once Slice 3 is installed. 


· All "Resolved" DRs listed in the "DR Report", delivered with each Slice.  This includes the DR Report included with the Slice 3.1 (DR Fix) delivery.  In general, this does NOT include TTRs associated with these DRs since we can not be 100% sure that the TTRs are only linked to a single DR. 

Raytheon will try and determine a date and/or DR number where the one-to-one TTR-DR mapping first started to take place (~Feb 09).  Once we have that, we can include some of those TTRs. 


· All DRs listed in the final slide of each Slice's briefing.  These are the "Early Look" DRs. 


In summary, the IV&V Team will test TTRs written on applications that are "complete" in the current slice...and "Resolved" DRs that are listed in the DR Report and the "Early Look" Slide.

4.1.1 TO11D4/5 TTRs to Test

274 TTRs have been identified that should be tested in TO11D4/5.  These TTRs are either newly fixed in Slice 4/5 or they are old TTRs which need to be tested for relevancy.  The TTRs are listed according to the assigned organization in Table 4-1.  Those TTRs are listed below, and are shown in full detail in the documents “OpenTTRs 001-199 20090921.pdf”, “OpenTTRs 200-399 20090921.pdf”, “”OpenTTRs 400-599 20090921.pdf, “OpenTTRs 600-796 20090921.pdf”.  Each of these TTRs will be tested to confirm that the fix is correct and working properly.

Responsible Party
TTRs

GSD
13, 14, 17, 20, 33, 51, 54, 56, 57, 58, 79, 80, 83, 120, 121, 122, 123, 124, 136, 137, 138, 141, 142, 147, 150, 151, 153, 163, 164, 165, 172, 173, 174, 176, 183, 214, 218, 222, 258, 259, 261, 262, 264, 270, 271, 273, 274, 277, 279, 282, 289, 312, 316, 317, 319, 320, 321, 322, 325, 326, 329, 330, 332, 334, 337, 344, 346, 347, 349, 378, 379, 380, 383, 384, 387, 389, 390, 392, 395, 396, 397, 398, 399, 400, 401, 402, 403, 405, 406, 407, 408, 409, 410, 411, 412, 413, 414, 415, 416, 417, 431, 446, 447, 448, 449, 450, 459, 472, 475, 478, 489, 582, 685, 686

MDL
28, 30, 34, 35, 36, 37, 48, 64, 65, 66, 96, 193, 194, 211, 212, 421, 422, 423, 424, 425, 426, 427, 432, 437, 454, 455, 461, 494, 496

NCEP
587, 601

OCWWS
221, 446, 465, 469

OHD/HSD
26, 27, 89, 184, 185, 188, 196, 292, 488, 499, 588, 647

OPS/SST
38, 41, 42, 44, 45, 46, 49, 62, 75, 114, 115, 127, 130, 131, 132, 133, 134, 135, 146, 154, 155, 156, 157, 160, 161, 209, 213, 215, 217, 219, 220, 300, 365, 428, 434, 438, 439, 442, 466, 467, 470, 521, 530

SEC
9, 71, 74, 78, 90, 91, 92, 93, 94, 97, 99, 180, 195, 198, 199, 200, 205, 206, 210, 224, 225, 226, 227, 228, 229, 230, 231, 232, 233, 234, 235, 236, 237, 238, 239, 240, 241, 242, 243, 244, 245, 246, 247, 248, 249, 250, 251, 252, 253, 254, 255, 351, 352, 356, 361, 362, 367, 370, 371, 373, 377, 418, 419, 420, 465, 469, 471, 485, 515, 598

Table 4-1.  DRs/TTRs To Test in TO11D4/5

4.1.2 TO11D4/5 DRs to test

Raytheon identified 129 DRs that should be tested in TO11D4/5, listed with the assigned testing organization in Table 4-4. The DRs are described n the AWIPS “Slice 4-5 Completed Tickets.pdf” file found in the “DR Report” directory on the TO11D4/5 release disc.  An additional document, “AWIPS slice 4-5 completed tickets.xls”, provides detailed descriptions. (Open tickets are listed in “Slice 4-5 Open Tickets.pdf”.)

Responsible Party
DRs w/o TTRs

GSD
726, 740, 829, 830, 931, 944, 955, 1242, 1260, 1290, 1302, 1306, 1318, 1345, 1352, 1365, 1371, 1372, 1375, 1378, 1382, 1387, 1395, 1409, 1413, 1423, 1435, 1436, 1437, 1438, 1440, 1441, 1455, 1457, 1460, 1491, 1665, 1703, 1741, 1876, 1935, 1937, 1947, 1953, 1988, 2001, 2055, 2056, 2138, 2171, 2172, 2178, 2185, 2193, 2202, 2204, 2206, 2225, 2300, 2304, 2319, 2326, 2338, 2343, 2350, 2355, 2364, 2380, 2409, 2411, 2432, 2439, 2443, 2444, 2445, 2450, 2454, 2456, 2460, 2463, 2473, 2478, 2479, 2485, 2491, 2493, 2509, 2510, 2526, 2532, 2533, 2545, 2631, 2694, 2696, 2705, 2708, 2739, 2740, 2762

MDL
1816, 2426

NCEP


OCWWS


OHD/HSD
1868, 2087, 2269, 2403, 2410, 2423, 2455

OPS/SST
2285, 2385, 2386, 2393, 2396, 2415, 2431, 2447, 2448, 2451, 2465, 2467, 2470, 2716

SEC
2191, 2437, 2438, 2453, 2458, 2551





Table 4-2. DRs Fixed in TO11D4/5

4.2 Test cases

4.2.1 MDM Test Cases

The list of test cases for TO11D4/5 were determined by the MDM v5.0.  Table 4-2 lists the TO11D3 test cases to execute, as well as any test cases from previous releases that could not be executed.  The responsible organization is derived from the MDM Test ID.
MDM Test ID
MDM Test Name

TBD
TBD

.
.

.
.

.
.

.
.






Table 4‑3 MDM Test Cases

4.2.2 Other Test Cases

Raytheon has asked that the IV&V Team take an “early look” at some applications/functions delivered in TO11D4/5.  Based on their request, the following function areas have been identified as ones that should be executed as part of the IV&V activities for this release.

Application
DRs*/Items to Test
Responsible Party

FFMP
See “Hail Diagnostic Grids” under CAVE menu item SCAN.
MDL

Table 4-4 Early Look Items to Test

4.3 Performance Testing
4.3.1 RCP Application Test System (RATS)

4.3.1.1 The following RATS tests will be performed by SEC:
· autotest_001.pl – Measure time to load and loop IR Satellite
· autotest_002.pl – Measure time to load and loop model data, radar, and satellite to all panes
· autotest_003.pl – Measure time to load and loop model data, satellite, and observations to all panes
Results of the RATS tests will be compared to baseline results from OB9, TO8, and TO9 to ensure there is no significant performance degradation.  Information regarding RATS and the individual test scripts may be found at the AWIPS Evolution Test Website, under “Tools” in the “AWIPS 2 Testing” section:
http://www.nws.noaa.gov/ost/SEC/AE/Testing.htm
4.3.2 Other Performance Testing
4.3.2.1 Data Ingest Performance Testing
SST will compile Data Ingest and Product Notification metrics for both OB9 and TO11D3:

1) Total number of products

2) Average storage time

3) Maximum storage time

The above metrics 

The rate of data ingest (i.e., volume) will be overlaid on a graphical representation of the storage time to determine if larger products significantly degrade the metrics.

A successful test will occur if both the average storage time and maximum storage time of both the Data Ingest and Product Notification in TO10 are at least as fast as in OB9.

4.3.2.2 Graphical User Interface (GUI) Testing
GSD has compiled Performance Metrics for D2D menu items using the OB8.1 software.  These metrics, gathered by using a stopwatch, were performed by repeating the tests using one set of canned data and two sets of live data.  The response time for each of the D2D menu items was logged in an Excel spreadsheet.  Averages were calculated to smooth out spikes and valleys in system performance.

These tests will be repeated using the TO11D3 software.  The detailed results will be summarized and compared to the baseline OB8.1 results and the TO9 test results.  It should be noted that due to instability issues, the TO9 testing was performed using a limited suite of ingest data.

A successful test in TO11D3 will occur if:

1) The overall average response time of the GUI is not worse than OB8.1
2) There is no “significant” degradation for any of the individual menu items as compared to OB8.1.

Although ideal, it is not a requirement that the GUI metrics be faster than TO9.  The full data ingest in TO11D3 makes a direct comparison with TO9’s metrics difficult.

4.3.2.3 Data Dissemination Testing
Because Slice 6 contains the communications software for AWIPS Migration, the IV&V Team determined that Data Dissemination Performance metrics would not be of value in the early slices of TO11.  Work will continue to develop metrics for data dissemination in AWIPS I.

4.4 MDM Metric Reporting

The MDM will be used with the delivery of each slice to determine how the migration effort is progressing.  The MDM may need to be updated depending whether the contents of the delivery differ from what was expected and/or if test cases have been modified or newly created.

4.4.1 Test Case Coverage

Metrics reported for Test Case Coverage will ideally show that 100% of the MDM’s Function Map items delivered in TO11D3 have at least one test case that demonstrates their functionality.  These are the MDM test cases listed in Section 4.2.2.  Test Case gaps, if any, will be reported.

4.4.2 Overall Delivery Progress

Metrics for the Overall Delivery Progress of AWIPS Migration software will be reported and compared to the expected progress based on previous TO11 plan(s).  The MDM metrics will be compared as each TO11 slice is delivered.

4.4.3 
4.4.3.1 
· 
· 
· 
· 
4.4.3.2 
· 
· 
· 1
· 
5 Test Resources 

5.1 Team Members 
The following organizations/ team members are involved in the IV&V:

· GSD – Carl Bullock, Leigh Cheatwood, Joanne Edwards, James Fluke, Tracy Hansen, Tom LeFebvre, Woody Roberts, Mike Romberg, Joe Wakefield, Susan Williams
· MDL – Michael Churma, Cece Mitchell, Steve Smith, Ken Sperow

· NCEP – Steve Gilbert, David Plummer, Scott Jacobs, Jianning Zeng
· OHD – Mark Fresch, Chip Gobs, Mark Glaudemans, Tom Kretz, Xuning Tan

· OST/SEC – Olga Brown-Leigh, Jim Calkins, Stowe Davison, Brian Gockel, Ira Graffman, Tim Hopkins, Ashley Kells, Thomas McGuire, Oanh Nguyen, John Olsen, Pete Pickard, Bob Rood, Alissa Thomas, Jim Williams, Wufeng Zhou
· OCWWS – Mark Armstrong, Randy Rieman, Michael Szkil, Cammye Sims, Kevin Woodworth

· OPS/SST – Berry Azeem, Neal DiPasquale, Wayne Martin, Jay Morris, Mike Rega, John Tatum

5.2 Test Machines


5.2.1 Hardware

5.2.1.1 GSD

The following hardware items are configured as the test computer at GSD:

• Linux – workstation 1 (“WFO” standard specs)

· Computer: HP xw6200 

· Processors: Dual 2.8 GHz

· Memory: 2 Gigabyte RAM

· Hard Drive: 32 Gigabyte SCSI

· Video Card: GForce 7600 GT with 256 Megabytes RAM

· Monitor: Three 19” LCD Monitors
• Linux – workstation 2
· Computer: Dell Precision 380
· CPU: Intel 3.20 Ghz Piv (Single processor)

· Hard Disk: Seagate Barracuda 160 Gigabyte Sata

· CD-Writer Drive: Samsung 52/32/52x

· Graphics Card: EVGA E Geforce 8400 GS 256 MB 
· Memory: 2 Gigabyte RAM

· 
· 
•Linux – server (3)
· Computer: Dell Poweredge 2950 

· Processors: Quad-Core Intel Xeon 2.33 GHz

· Memory: 8 Gigabyte RAM

· Hard Drive: 146 Gigabyte SAS drive
· 
· 
· 
· 
· 
· 
· 
· 













5.2.1.2 NWS HQ

The following hardware items are configured as the test computer at NWS HQ:

• Linux – workstation
· Computer: HP xw6200 

· Processors: Dual 2.8 GHz

· Memory: 2 Gigabyte RAM

· Hard Drive: 32 Gigabyte SCSI

· Video Card: GForce 7600 GT with 256 Megabytes RAM

· Monitor: Three 19” LCD Monitors

• Linux - server

· Computer: Dell Poweredge 2950 

· Processors: Quad-Core Intel Xeon 2.33 GHz

· Memory: 8 Gigabyte RAM

· Hard Drive: 146 Gigabyte SAS drive
· Video Card: G Force 7600 GT with 256 Megabytes RAM

· Monitor: Three 19” LCD Monitors


· 
· 
· 
· 
· 
· 
5.2.2 Software

5.2.2.1 GSD

The following software items are configured as the test computers at GSD:

•Linux

· Red Hat Enterprise Linux (RHEL) 5 u2

· JAVA 2 version 1.5.0_04-b05
· 
· AWIPS OB9

5.2.2.2 NWS HQ

•Linux

· Red Hat Enterprise Linux (RHEL) 4 u2

· JAVA 2 version 1.5.0_04-b05
· AWIPS OB9

· 
· 
5.3 Test Facilities

5.3.1 GSD test site

The test facility for GSD is located in Boulder, CO.  

5.3.2 MDL / OHD / OPS test site

The test facility NHDA is located on the 7th floor in SSMC-2, Silver Spring, MD.

5.3.3 NCEP test site

The test facility for NCEP is in Camp Spring, MD.

5.3.4 OST/SEC test site

Most OST/SEC testing occurs on the NHDA (7th floor).  Some testing also occurs in the NAPO labotory (12th floor).  Both facilities are located in SSMC-2, Silver Spring, MD.  
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