How do you feel about forecasting hazardous weather?
Paul: There’s a different level of energy that you feel when you’re working in a situation that’s not routine. Frex, the snowstorm is probably making life at BOU more interesting. Also, rapidly-changing events like thunderstorms, hurricanes, etc.

Mike: There’s also an increased level of stress. You have to engage all these systems that you don’t typically use on a daily basis. The forecasting stakes go up, the workload goes up, and stakeholders become much, much more involved.

Paul: The more active the weather, the more chaotic the forecaster’s work environment.

Shannon: You need to be able to rely on your ingrained skills; training is important.

Paul: The team gets bigger, and although there’s supposed to be Someone In Charge, that never seems to materialize.

Jason: We issue warnings to protect life and property, yet we don’t have any internal tool to manage those warnings. We need to know when warnings are going to expire, who knows about them, how they’re being communicated… Right now, all that information is tracked “in the air”—orally, between forecasters and stakeholders. Each office—each forecaster—does something a little different. There are whiteboards, some forecasters keep a list on paper, etc. And then there are reports from the field, which amount to someone calling in and saying, “hey, there’s a tornado over here,” and the forecast office looking through a map asking, “okay, where’s here?”

Shannon: There are 122 forecast offices, and the vast majority of them have pretty scraped-together ITS.

Mike: Another example, with tropical cyclones: we have a tool to help us identify warnings, which is completely separate from the tool that actually issues warnings. 

Matt: There are so many different pieces of software that forecasters have to learn how to use, it gets overwhelming.

Jason: There are no tools to help with coordination between forecasters and groups within a WFO.

Paul: It would be nice to do this like the FAA, where forecasters are just responsible for the forecast, and identifying warning polygons, and someone else goes off and makes use of that information.

Paul #Jason: It would also be nice if we didn’t have to worry so much about political boundaries in issuing warnings…
Matt: Also, some offices use chat, and some don’t, so you have to remember what of various heterogeneous means of contact you use for each WFO.

Shannon: AWIPS Jason promises some degree of integration, but it isn’t going to be complete. Everything will maybe be using the same windowing toolkit, but a lot of the tools are direct ports.

Jason: It would be immensely helpful to see more data integration, too.

Tracy: (asks for reactions about the BYO view graphic)

Shannon: It’s important to keep in mind that the distinction between long-fuse and short-fuse warnings is purely temporal—you can have long-fuse and short-fuse warnings issued for any kind of hazard.

Jason: It seems like a software artifact.

Tracy: Right. Initially, it was an indicator of scale, but in a unified model, that goes away.

Paul (1): There should be a tool that helps collect the data that’s appropriate to the warning you’re trying to issue, and lets you interact with a geospatial view to build a product. This is also important when you’re issuing smart XML warnings—cities in the text, for example, should be tagged as cities.

Jason: Whatever we do, short and long fuse warnings should be the same.

Shannon: Your inputs are going to be very different, though. Short-fuse warnings are going to be more radar and observation based; long-fuse warnings are going to be more model-based and text-heavy.

There’s a lot of repetition, too. You have to give the same information to different processes, playing clipboard. It would be enormously helpful to streamline that.
Everything should be GIS, whatever form that takes. Grids are limiting, because there has to be an underlying resolution. And that starts getting into problems of datum and accuracy and projection errors.

Matt: In terms of the BYO-view graphic, the map background is really important, because it gives you context. You want to see highways, rivers, lakes, etc. Also, relevantly, population density: in a borderline case, you’re going to be a bit more likely to pull the trigger if it’s going to hit Houston versus if it’s going to hit a rural area.

Jason: Mississippi state published a complete school GIS dataset, with school populations, ages, locations, etc. If we could access that database…

Shannon: For me, the biggest thing to change with long-fuse warnings is taking advantage of the data you’ve already put into the system, so you’re not duplicating effort when you can least afford to do so.

Mike: There are decisions being made really far out that can have knock-on effects—Texas, for example, speculatively orders evacuation busses, then when the storm redirects to Louisiana, there aren’t any busses to evacuate the cities with.

Shannon: The thing partners are really looking for is for the forecaster to be the decision maker.

Paul: In the aviation world, they want really rapid forecasts to make quick decisions based on the freshest available information.

Shannon: It’s different for aviation, though, because pilots have a certain degree of training that even emergency managers just don’t.

Mike: It’s been 30 years since a hurricane last hit New England. So the next time it happens, basically nobody—the publics, emergency managers, WFOs—is going to know what to do. We need a high-level view that just doesn’t exist. There needs to be some place that can see and coordinate what all these various forecasters at different WFOs are doing.
Jason: I really liked the live synchronization of polygon drawing.

Shannon: That was actually a requirement, but it’s one we couldn’t fulfill because of infrastructure and hardware.

Jason: I’m really disturbed whenever someone says that looking at real-time warnings are really hard on the system… why? It just shows the fragility of the whole system. We’re in a situation where we have to decode our own products, and it has to be right. It seems like we need to be dealing with the product in an atomic, non-textual format. Everything internal should be XML-based. Probably the largest consumer of our warning products is… computers. And we need to get that right, and it needs to be easy to do so.

Shannon: That is going to be a nice feature of AWIPS Jason; it uses Postgres pretty extensively, so you can actually build relational databases.

Mike: We started talking about going to a more structured warning product, and there was enormous pushback.

Paul: Same here. People want to see what it looks like. They want product ownership.

Shannon: The GFE really helped adoption, though. Because everyone hated grids, and now… doesn’t.

Matt: It’s hard to imagine the forecaster letting go of the warning text, but you’re probably right.

Mike: What if the option of what they really wanted to convey wasn’t a choice?

Shannon: That was actually largely from wa-wa.
​
Paul: There is something to be said about attention-getting text…

Paul (1): That might be a separate product, though: you can issue a warning, then a statement.

Jason: Whenever a warning is issued, there’s this whole chain of things that has to happen—it has to get read on the radio, it has to get sent out to managers. And there’s no centralized tracking of that process right now.

Wishlist

Jason Burks. 
· Post-warning issue checklist

· Integrated situational awareness (all warnings that’ve been issued, when they expire, who they affect, etc.)

· CWA sectorization.

· Structured output (XML, whatever).

· Live, synchronized viewing of proposed warnings (from your and other WFOs).

· The workflow sucks. It needs to not suck.

· Even on a very fine-graind level, the interface doesn’t lend itself to developing fast muscle memory. Compare it to tight apps like Blender, etc.

Paul
· We need an integrated view. I want to be able to click on political features, infrastructure, whatever, and issue a specific warning for that thing.

· There should be multiple entrypoints for issuing warnings, because every forecaster is a little different.

· You should be able to see and manipulate area / warning ownership.

· A widgets / palletes / dashboard display.

· We should have a specification for each hazard:

· What data is must-have?

· What data is nice-to-have?

· What kind of locations / geography does it affect?

· Vetted and verified through the customers.

Shannon White
· Offices should be able to customize helper widgets: pick which ones are on, write new ones, etc.

· The whole system should be as intuitive as possible.

· From a training perspective, if it’s difficult, it’s impossible. Not everything is solvable with training.

· WarnGen, for example, is broken from an interface standpoint.

· We need higher-resolution, scalable, performant systems.

· Guam, for example.

· Transfer of authority. Based on who you are, you can by default issue certain products. But you can change who the system thinks you are and what your areas of authority are to facilitate backup.

· Anybody should be able to be anybody.

Matt Morland

· Google Earth-quality map backgrounds, with the ability to pick multiple layers.

· For long-fuse warnings, a better query functionality.

· The tool should propose warnings. (When and where are very important).

· Chat should integrate more specific information from the warning database (ed. Google Wave?)
· Customizable chat crawler. (ex: /golf.sized.hail/)

· User interface streamlining / multiple entrypoints ++

Paul
· It needs to work, work well, and work fast.

· Huge domain, almost global in size.

· 3+ShannonD

· Probabilistic forecasts.

· High-frequency model updates.

Mike
· Integrated, flexible system++

· In particular, the system needs to be able to draw from internal products to create first-guess warning fields.

· Live, visual collaboration++

· It needs to work for the national center’s applications.
