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1.
Introduction

1.1
System Purpose

The purpose of the proposed system is to provide a gridded forecast editor (GFE) to the RFCs that will:

1) incorporate operational gridded forecast elements, such as maximum and minimum temperature, dew point, wind speed, wind direction, freezing level, snow, relative humidity, and precipitation amount;

2) reduce the time it takes forecasters to produce forecast information;

3) leverage existing NWS investment in training, documentation, development and expertise by using the same grid editing software at RFCs as is currently used at WFOs.

1.2
System Scope

1.2.a  System Identification

The GFE as currently implemented for WFOs will be installed at RFCs.

1.2.b  Statement of Need and Solution Analysis.

As stipulated in the approved Statement of Need:
The River Forecast Centers (RFCs) need improvements to available software that: 1) incorporate operational gridded forecast elements, such as maximum and minimum temperature, dew point, wind speed, and precipitation amount, and 2) reduce the time it takes forecasters to produce forecast information (out to seven days) utilizing climatologies and probabilistic guidance. Presently, RFCs produce Quantitative Precipitation Forecasts (QPFs) using software with inherent limitations.  The National Weather Service (NWS) should provide the same suite of editing tools to RFCs as those provided to WFOs to edit gridded forecasts.

The following is a summary of the three alternatives, the first two of which meet the NWS needs to improve river forecasts and flood/flash flood warnings:

1. Implementation of enhanced GFESuite capability to meet all RFC requirements – This alternative would require that a software development organization create new or enhanced functionality to the existing GFESuite tool to meet all of the requirements specified in the Operational Requirements Document (ORD) for this project. Non-coding support would be provided to assist with initial configuration for each RFCs use. 

2. Initial Implementation of “out of the box” GFESuite to meet partial list of RFC requirements – This alternative would require that the current “out of the box” GFESuite be deployed at RFCs with only minor modifications to support some of the RFC requirements-but not all requirements.  This solution would encompass the latest version of GFESuite with the necessary enhancements needed to support Distributed Hydrologic Modeling (refer to OSIP #04-007).  Non-coding support would be provided to assist with initial configuration for each RFC’s use.  This solution would not meet all requirements specified in the ORD for this project.  Subsequent enhancements would incrementally add functionality to GFESuite over one or more AWIPS releases-this would require a separate OSIP project. 

3. Status Quo – This approach is to continue with existing grid viewing and editing tools available at RFCs.  This solution does not meet the needs to improve river forecasts and flood/flash flood warnings. 

The OSIP IWT assessed all the alternatives and recommends:

Alternative 2 “Initial Implementation of “out of the box” GFESuite to meet a partial list of RFC requirements” would represent the most executable solution.  Alternative 2 has a full funding source already identified for deployment.  Possible future enhancements (to meet additional operational requirements) would follow in a separate OSIP project, supported by a different source of funding. 

Alternative 1 (Complete Implementation of enhanced GFESuite) is considered too impractical, given the large costs and development time that would be incurred.  Implementation schedule would slip past AWIPS OB8.3.  Although no precise estimate can be given at this point, the costs would be far greater than for Alternative 2. The additional related factor here includes unknown plans to transition the GFESuite software Adaptive and Corrective Maintenance (ACM) responsibility to the new AWIPS contractor Raytheon, presenting a large risk to this alternative as a solution. Although Alternative 1 meets all functional requirements, the recommended solution for this project is Alternative 2.

Alternative number 3 (Status Quo) is unacceptable for future RFC forecasting operations.  The existing forecasting paradigm at RFCs uses outdated forecast (grid editing) tools that are inconsistent with NWS CONOPS and the digital forecast realities at WFOs.  

1.2.c  Limitations and Capabilities of Proposed Solution
The GFE has proven to be a powerful and flexible tool for editing grids and preparing forecasts at WFOs.  Testing and simulations at RFCs and in laboratory environments (see the Business Case Analysis for more detail) indicate that those capabilities will also apply for RFCs.   In the course of the testing, simulations, and related discussions, three classes of limitations were identified:
· The GFE is a complicated tool.  Significant training is required to configure and use it.  The implementation plan for this project includes training.
· GFE responsiveness (performance) may slow down noticeably when grid sizes substantially exceed 100,000 points.  This is not an inherent limitation in the GFE, but is imposed by the hardware on which it is staged.
· A few RFCs will have grid sizes over 100,000 points (see the BCA).  Most RFCs will have to limit their grid resolution to 4 kilometers or coarser to keep the grid sizes down.  That may limit the usefulness of the GFE in cases where the RFC domains include mountainous terrain.  Once again, this is a limitation of the AWIPS baseline hardware rather than the GFE software.
Please see the appendix for detailed descriptions of two prototype tasks (contingency QPF preparation and modification of XMRG grids).

1.3
Definitions, Acronyms, and Abbreviations

	Acronym or Abbreviation
	Definition

	ABRFC
	Arkansas-Red Basin River Forecast Center, AWIPS site TUA

	ACM
	Adaptive and Corrective Maintenance

	AWIPS
	Advanced Weather Information Processing System

	BCA
	Business Case Analysis

	CONOPS
	Concept of Operations

	DHM
	Distributed Hydrologic Modeling

	GFE
	Graphical Forecast Editor

	GSD
	Global Systems Division (Office of Atmospheric Research)

	GUI
	Graphical User Interface

	HRAP
	Hydrologic Rainfall Analysis Project

	IFP
	Interactive Forecast Preparation

	IWT
	Integrated Work Team

	LAN
	Local Area Network

	NFS
	Network File System

	NWS
	National Weather Service

	NWSTC
	NWS Training Center

	OB
	Operational Build

	ORD
	Operational Requirements Document

	OSIP
	Operations and Services Improvement Process

	QPF
	Quantitative Precipitation Forecast

	REP
	River Ensemble Processor, AWIPS computers designated as rp1, rp2

	RFC
	River Forecast Center

	TRD
	Technical Requirements Document

	WAN
	Wide Area Network

	WFO
	Weather Forecast Office


1.4
References

Business Case Analysis: Application of the Graphical Forecast Editor in AWIPS at NWS RFCs (OSIP 05-001).  https://osip.nws.noaa.gov/

GFESuite Design Review Documents.  Design Review of September and October 2005.  Available from NWS/SEC.

GFESuite Documentation Guides.  In a standard AWIPS installation: /awips/GFESuite/doc/onlinehelp/GFESuiteDoc.html

NWSTC IFPS Training Documents.  http://www.nwstc.noaa.gov/nwstrn/ifps_met.htm
Requirements Review: GFE at RFC. http://fxa.noaa.gov/requirements/awips-OB8/3422-GFE/GFETasksBreakdown-2.doc

Statement of Need: Application of the Graphical Forecast Editor in AWIPS at NWS RFCs (OSIP 05-001).  https://osip.nws.noaa.gov/

2.
General System Description

2.1
System Context

Model data, as specified by the user at an AWIPS workstation, is read in from disk files and used to initialize the forecast grid, possibly with some initial modification.  The forecaster works with the data in the grid editors to create the forecast grid and then saves the results.  Various formatters are supported to produce the final forecast.  Generally speaking the system interfaces for GFE at the RFCs will be the same as the interfaces for GFE at the WFOs.

[image: image1]
There is a further discussion at http://www.fsl.noaa.gov/publications/forum/dec2003/gfe.html
2.2
System Modes and States

Not applicable.
2.3
Major System Capabilities

The major system capabilities of GFE are:

· Interactive (GUI-based) grid editor.
· Used at WFOs for preparing forecast products.

· Input data and output data are gridded values; that is, numeric values representing physical properties at specific geographic locations identified by grid coordinates.

· Grids are “initialized” by input data, which may be model output, observational data, a previously-edited grid, or any other gridded data source in a format GFE can understand.

· Users interactively modify (edit) the grid using built-in tools.

· Users can create their own custom grid-editing tools by writing python scripts.

· Output grids can be formatted to releasable products using built-in or user-provided formatters.  Products can be grids, text, images, etc.
· Supports office-to-office transfer of grids for intersite coordination.
2.4
Major System Conditions and Constraints

Testing on AWIPS baseline hardware indicates that users should experience acceptable performance as long as grid sizes do not greatly exceed 100,000 points.  Most RFC domains, at 5 km or 4 km (HRAP) resolution come in under this limit.  RFCs with larger domains or RFCs that choose to configure GFE for finer resolution may face a performance tradeoff.

Tests were carried out with the IFP server having exclusive use of a baseline AWIPS River Ensemble Processor.  The REP has two dual-core Xeon CPUs running at 3.2 GHz. and 4 GB of memory.  The IFP server should be deployed to hardware meeting at least those specifications.  If other applications are running on the same host performance may suffer.
During prototyping, ABRFC found that for preparation of a 4 km HRAP QPF grid of about 50,000 points their GFESuite directory, which contained all the maps, server configurations, and databases, was about one gigabyte in size.  (Note that the size of the databases will depend on what models and elements the site chooses to initialize from the D2D data sets.)
WAN loading will probably not be a problem.  This is discussed in more detail in the BCA, but in brief the reasons for this are that RFCs produce fewer forecasts than WFOs and include far fewer weather elements with fewer time projections in each forecast.

There is one possible issue concerning message sizes:  If the largest RFC (KRF) were configured (128,721 grid points) and sent all its grids (62) at once, the message would be approximately 3 Mb, and problems have been encountered with MHS messages larger than 1 Mb. The problem could be easily addressed by sending ISC messages that contain only one weather element at a time.  Under this scenario, a set of 20 QPF grids would form a message of 1.0 Mb.  While it is possible that the new MHS will not have that limitation, users must be prepared to make this kind of operational adaptation.
2.5
User Characteristics

The system will be used by NWS hydrologists in preparing forecasts and input for models.  Please see Section 2.7 of this document.

2.6
Assumptions and Dependencies

Assumptions:

· Grid sizes do not greatly exceed 100,000 points.

· IFP server hosted on a machine at least as powerful as an AWIPS REP.

· During use of the GFE, the host machine is dedicated to the IFP server.

· Users and focal points have completed training in the use and configuration of the GFE and the IFP server.

2.7
Operational Scenarios

Tests involving two prototypical scenarios were carried out:
· Preparation of a QPF contingency; and

· Editing XMRG data, as might be required for processing DHM data.  

Please see the appendices for detailed descriptions of these scenarios.

3.
System Capabilities, Conditions, and Constraints

Some of the capabilities identified in the tables of requirements below state that the GFE shall be capable of processing data at certain resolutions.  Please note that all of those requirements are to be interpreted as requirements that the software itself shall have no intrinsic limitations that prevent it from processing data at such resolutions.  As noted elsewhere in this document, existing AWIPS baseline hardware is unlikely to allow GFE to operate at acceptable performance levels if grid sizes greatly exceed 100,000 points.  No hardware enhancement is planned as part of this project.
The requirements listed below are known to be satisfied by the GFE as installed at the WFOs.

3.1
Physical

Section 3.1 is not applicable.  This is a software system, with no physical components.  No new hardware is being proposed to support this system.

3.2
System Capabilities and Performance Characteristics

	ORD Number
	Requirement Description
	Priority Level
	Qualification Type

	1.1.02
	The gridded forecast editor shall contain the tools to account for regional/local effects and produce reasonable results
	Medium
	TEST

	1.1.03
	The gridded forecast editor shall have forecast assimilation and boundary smoothing technique capabilities 
	High
	TEST

	1.1.07
	The gridded forecast editor shall provide the capability to specify geographic areas or point locations
	High 
	TEST

	1.1.07.05
	· The gridded forecast editor shall have the ability to apply a small set of forecast points
	High
	TEST

	1.1.09
	The gridded forecast editor shall be capable of specifying Quantitative Precipitation and Temperature
	High
	TEST

	1.1.10
	The gridded forecast editor shall be capable of specifying freezing levels
	High
	TEST

	1.1.15
	The gridded forecast editor shall be capable of converting grid values to mean areal
	High
	TEST

	1.1.16
	The gridded forecast editor shall be capable of handling up to 384 hours of model data
	Medium
	TEST

	1.1.21
	The gridded forecast editor shall be capable of producing probabilistic forecasts
	High
	TEST

	1.1.25
	The gridded forecast editor shall be capable of overlaying other gridded fields
	High
	TEST

	1.1.25.01
	· The gridded forecast editor shall be capable of overlaying other gridded fields - Multisensor Precipitation Estimator (MPE)
	High
	TEST

	1.1.25.03
	· The gridded forecast editor shall be capable of overlaying other gridded fields - Observation gridded fields (surface and upper air)
	High
	TEST

	1.1.25.04
	· The gridded forecast editor shall be capable of overlaying other gridded fields - Numerical Model 
	High
	TEST

	1.1.28
	The gridded forecast editor shall account for high resolution climatologic grids from (at least) 12 month datasets 
	Medium
	DEMO

	1.1.39


	The gridded forecast editor shall provide real-time feature identification and interpolation tools for any element
	High
	TEST

	1.1.40
	The gridded forecast editor shall facilitate the production of timely forecasts 
	High
	TEST

	1.2.01.03
	· The gridded forecast editor shall have the ability to know the true elevation representation of the grid box
	High
	TEST

	1.2.05
	The gridded forecast editor shall be capable of viewing medium range forecasts of temperature and precipitation
	Medium
	TEST

	1.2.10
	The gridded forecast editor shall be capable of creating time series of data for a grid cell corresponding to specified point locations, time steps, and durations of time series
	High
	TEST

	1.2.10.04
	· The gridded forecast editor shall be capable of specifying the duration of a time series for each point location
	High
	TEST

	1.2.10.05
	· The gridded forecast editor shall be capable of capturing area and point geographic data 
	Medium
	TEST

	1.2.14
	The gridded forecast editor shall provide the resolution that matches the analysis and verification grids
	High
	TEST

	1.2.21
	The gridded forecast editor shall provide first guess capabilities
	Medium
	TEST

	1.2.22
	The gridded forecast editor shall be capable of utilizing any existing IFPS verification program 
	Medium
	TEST

	1.2.23
	The gridded forecast editor shall be capable of applying consistent data across all agency levels (e.g., WFO to NCEP)
	High 
	TEST

	1.2.25
	The gridded forecast editor shall support boundary layer of SmartInit routines
	Medium
	TEST

	1.2.27
	The gridded forecast editor shall ensure national seamless climate grids at full resolution
	Medium
	TEST

	1.2.34
	The gridded forecast editor shall ensure the highest resolution models are coarser than the current grid resolution and further downscaling techniques are addressed
	High
	TEST

	1.2.35
	The gridded forecast editor shall be applied to the full resolution model output fields
	High
	TEST

	1.2.37
	The gridded forecast editor shall be capable of utilizing statistical post processing (e.g., MOS, neural net approached) to improve on raw model guidance
	Medium
	TEST

	1.2.49
	The gridded forecast editor shall be capable of specifying multiple output locations
	High
	TEST

	7.3
	The gridded forecast editor shall provide specified geographic data type and source (for areal averages) 
	High
	TEST

	7.5
	The gridded forecast editor shall provide a standard text formatter 
	Medium
	TEST

	7.10
	The gridded forecast editor shall provide forecasters with the capability to interrogate and edit data
	High
	TEST

	10.1
	On demand grid acquisition shall be available (and initiated at scheduled dates/times by a cron)
	Medium
	TEST

	10.2
	The gridded forecast editor shall be capable of specifying the range of dates wanted for editing for viewing purposes
	Medium
	TEST

	10.3
	The gridded forecast editor shall be capable of specifying the destination for each grid element
	Medium
	TEST

	10.5
	Edit areas will include individual RFC domains
	High
	TEST

	10.6
	The gridded forecast editor shall share data (up to 75 km) along RFC boundaries
	Medium
	TEST

	10.7
	The gridded forecast editor will allow RFC grid sectors to extend into Canada and Mexico where basin boundaries are defined 
	Medium
	TEST

	 Requirements Review
	A SmartTool (NudgeQPF) shall be provided to permit forecasters to adjust gridded QPF values based on a climatological component using a slider bar.
	High
	TEST

	 Requirements Review
	SmartTools (NudgeMaxT, NudgeMinT) shall be provided to permit forecasters to adjust gridded maximum and minimum temperature values based on a climatological component using a slider bar.
	High
	TEST

	 Requirements Review
	A QPF Point Formatter shall be provided.  This formatter produces a standard text product used by the RFC that displays QPF values at specific points over time. These SHEF-encoded products are used by hydrologic models as well has human customers interested in QPF values at points.
	High
	TEST

	 Requirements Review
	A formatter shall be provided for maximum and minimum temperature points.  Similar to the QPF formatter, this formatter generates maximum and minimum temperature forecasts at specific point locations in SHEF format.  These products are used by hydrologic models as well as humans interested in the temperature at points.
	High
	TEST

	 Requirements Review
	A freezing level formatter shall be provided.  This formatter generates a standard SHEF-encoded product that shows the freezing level forecast at specified points. This product is used by hydrologic models.
	High
	TEST

	 Requirements Review
	A QPF areal formatter shall be provided.  This formatter generates a SHEF-encoded product similar to the QPF Point formatter, except the values produced represent a basin average QPF value rather than a point value.  This product is used by hydrologic models.
	High
	TEST

	 Requirements Review
	A max/min temperature areal formatter shall be provided.  Similar to the QFP Areal Formatter described above, this formatter produces values that represent the average maximum (minimum) temperature over a particular river basin or sub-basin.
	High
	TEST


3.3
System Security

There are no security issues that are specific to the installation of GFE at the RFCs.  The same software is already installed at WFOs on the AWIPS WAN.
	ORD Number
	Requirement Description
	Priority Level
	Qualification Type

	6.1
	The GFE shall meet AWIPS system security requirements
	High
	INSPECT


3.4
Information Management

	ORD Number
	Requirement Description
	Priority Level
	Qualification Type

	1.1.12
	The gridded forecast editor shall be initialized with Model and NCEP input
	High
	TEST

	1.1.20
	The gridded forecast editor shall be capable of ingesting PRISM - (Parameter-elevation Regressions on Independent Slopes Model) data
	High
	TEST

	1.1.20.01
	· The gridded forecast editor shall be capable of ingesting PRISM gridded output data – temperature
	High
	TEST

	1.1.20.02
	· The gridded forecast editor shall be capable of ingesting PRISM gridded output data – precipitation
	High
	TEST

	1.1.26
	The gridded forecast editor shall support the new (developmental) NDFD and Intersite Coordination (ISC) gridded data fields
	High
	DEMO

	1.1.43
	The gridded forecast editor shall support standard grid initialization by WFOs
	High
	TEST

	1.1.47
	The gridded forecast editor shall be capable of sharing forecast grids between RFCs and WFOs via intersite coordination capabilities
	High
	TEST

	1.2.06
	The gridded forecast editor shall be capable of ingesting several different forecast models (both points and grids)
	High
	TEST

	1.2.06.01
	· The gridded forecast editor shall be capable of ingesting NCEP forecast guidance
	High
	TEST

	1.2.06.02
	· The gridded forecast editor shall be capable of ingesting GFS forecast models
	High
	TEST

	1.2.06.03
	· The gridded forecast editor shall be capable of ingesting MOS forecast models
	High
	TEST

	1.2.07.04
	· The gridded forecast editor shall be capable of ingesting Canadian model fields similar to GFS out to 240 hours
	High
	TEST

	1.2.07.05
	· The gridded forecast editor shall be capable of ingesting Sfc, BL (0-30, 30-60, 60-90, 90-120, 120-150, 150-180) 1000-500mb x 25mb, 500-100mb x 50 mb
	High
	TEST

	1.2.07.06
	· The gridded forecast editor shall be capable of ingesting 0-240 hours in 6-hr increments, 4 times a day
	High
	TEST

	1.2.07.07
	· The gridded forecast editor shall be capable of ingesting NAM 12-km surface and BL (0-30, 30-60, 60-90, 90-120, 120-150, 150-180) through 84 hours
	High
	TEST

	1.2.07.08
	· The gridded forecast editor shall be capable of ingesting NAM 40-km data 60-84 hours in 3-hr increments, 4 times a day
	High
	TEST

	1.2.07.09
	· The gridded forecast editor shall be capable of ingesting NAM 12-km pressure level data 0-84 hours, 3 hourly increments, 4 times a day. 1000-500mb x 25 mb, 500-100x 50 mb. (z, t, u, v, rh, not omega) (more useful for complex terrain areas, but also needed for mixing height, freezing and snow levels)
	High
	TEST

	1.2.07.12
	· The gridded forecast editor shall be capable of ingesting UKMET fields similar to GFS out to 168 hours
	High
	TEST

	1.2.07.13
	· The gridded forecast editor shall be capable of ingesting ECMWF fields similar to GFS out to 168 hours
	High
	TEST

	1.2.08
	The gridded forecast editor shall be capable of ingesting gridded forecast data
	High
	TEST

	1.2.08.01
	· The gridded forecast editor shall be capable of ingesting dew points out to 7 days or beyond
	High
	TEST

	1.2.08.02
	· The gridded forecast editor shall be capable of ingesting wind speed and direction out to 7 days or beyond
	High
	TEST

	1.2.08.03
	· The gridded forecast editor shall be capable of ingesting sky cover and weather information out to 7 days or beyond
	High
	TEST

	1.2.08.05
	· The gridded forecast editor shall be capable of ingesting snow amount out to 3 days or beyond
	High
	TEST

	1.2.09
	The gridded forecast editor shall be capable of ingesting and transmitting Intersite Coordination grids
	High
	TEST

	1.2.10.07
	· The gridded forecast editor shall be capable of obtaining area and point data from standard GIS files (e.g., ArcGIS shapefiles)
	Medium
	TEST

	1.2.39
	The gridded forecast editor shall be capable of extracting from NDFD or ISC datasets 
	High 
	TEST

	1.2.44
	The gridded forecast editor shall be capable of reading NDFD or ISC grids 
	High
	TEST

	1.2.45
	The gridded forecast editor shall be capable of communicating with the NDFD or other local databases for grid acquisition process
	High
	TEST

	7.1
	The gridded forecast editor shall be capable of ingesting a sequence of NDFD continuous gridded elements
	High
	TEST

	7.11
	The gridded forecast editor and grid format shall be compatible with AWIPS D2D
	High
	TEST

	10.4
	Distributed Hydrologic Modeling data shall be available
	High
	TEST

	10.4.01
	· The gridded forecast editor shall be capable of editing and saving Distributed Hydrologic Modeling grids
	High
	TEST

	10.4.02
	· The gridded forecast editor shall be capable of storing and sharing Distributed Hydrologic Modeling grids
	High
	TEST


3.5
System Operations

3.5.1
System Human Factors

	Identification Number
	Requirement Description
	Priority Level
	Qualification Type

	4.8.03
	· On-line help support shall be provided for the gridded forecast editor
	Medium
	TEST

	8.1
	Gridded forecast editor training courses and workshops will be provided
	High
	INSPECT

	8.1.01
	· Training courses and materials will be provided for users of the gridded forecast editor 
	High
	INSPECT

	9.1
	Written documentation shall be provided for the gridded forecast editor
	High
	INSPECT


3.5.2
System Maintainability

	Identification Number
	Requirement Description
	Priority Level
	Qualification Type

	4.1
	A mechanism shall be put in place to identify and prioritize enhancements to the gridded forecast editor: 
	Medium
	TEST

	4.4
	The gridded forecast editor shall run on Linux (or current AWIPS Operating System) 
	High
	TEST

	4.6
	The gridded forecast editor shall be capable of running on the appropriate AWIPS hardware 
	High
	TEST

	9.1.02
	Installation documentation shall be provided
	High
	INSPECT

	9.1.03
	System configuration documentation shall be provided
	High
	INSPECT

	9.1.04
	Smart Tools documentation shall be provided
	High
	INSPECT

	9.1.05
	Troubleshooting documentation shall be provided
	High
	INSPECT

	 Requirements Review
	The serverConfig.py file shall be updated with domain and resolution information for each RFC to permit installation at RFCs with minimal customization.
	High
	INSPECT

	 Requirements Review
	The configuration files for intersite coordination shall be modified so that grids can be exchanged between RFCs and between RFCs and WFOs with minimal local customization.
	High
	INSPECT


3.5.3
System Reliability

3.6
Policy and Regulation

3.7
System Life Cycle Sustainment

4.
System Interfaces

A detailed description of the GFE/IFPS interfaces can be found in the GFE Design Review Documents.  In summary:
Physical Interfaces

· The user interacts with the GFE GUI running on an AWIPS workstation.

· The AWIPS workstation is connected to the AWIPS LAN, by means of which the GFE client communicates with the IFP server running on some server host.

· The IFP server uses the LAN to access NFS-mounted disk partitions to read and store data. 

Software Interfaces

· GFE uses handleOUP to transmit products to the WAN.

· GFE uses textDb to read/write products to the AWIPS text database.

· IFP server uses msg_send to transmit data on WAN.

· User-written smart tools are python scripts, can use any interfaces accessible to the host system.

 Appendix 1:

Guide to Preparing QPF for NWSRFS with GFE

1.  Launch the program by entering the following command in a terminal window:  "gfe"

2.  Choose your system user login in the "GFE Startup" window.  Also, choose “gfe_config” under the “Config” heading if it is not already highlighted.  Finally, click "Start."
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3.  From the "Weather Element" GFE menu, launch the "Weather Element Browser."  Then, from the Weather Element Browser's menu bar, first select “Edit -> Select None.”  

4.  Now, you will display the QPF field "QPF" from the "Fcst" database.  The “Fcst” database is the primary database on which you will perform your edits.

     From “Types,” choose "IFP."  From “Sources,” choose "Fcst."  From "Fields" choose "QPF."  From "Planes" choose "SFC" under the "Misc" submenu.  Click on "Load and Dismiss" at the bottom of the window.  See Figure 1 for a depiction of the “Weather Element Browser” displaying the proper selections.

5.  Populate the "QPF" field in the working "Fcst" database with data from the model of choice.  From the "Populate" menu, choose one of the "Copy from ..." options which are Eta, GFS, HPCQPF, or WFO QPF.  If a pop-up menu appears asking you if you want to proceed, select “Yes.”  This will  populate QPF element in the working “Fcst” database for the entire RFC area, for a time period out to 120 hours.

6. If necessary, at this point you may edit the field for desired changes, or for consistency between WFO areas if you used WFO QPF as your data source.  First, clear any edit areas by clicking on the “C” button on the tool bar.  You may then use the pencil and contour tools for editing.    If you make a mistake, you can back up by one edit step by right-clicking on the grid map and choosing “Undo Grid Edit.” 

7.  Save the changes you just made to the "Fcst" database.  Choose either "Edit -> Save Forecast" from the menu, or click the floppy disk icon.  Next, click "Save Weather Element” or “Save Forecast” in the pop-up window.  The text in the pop-up window is different depending on whether you used the menu bar or the floppy icon.  The result however is the same, i.e. the forecast is saved.

8.  From the "Products" menu, choose "Formatter Launcher...."  This will be used to create the input file for NWSRFS.

9.  In the "Formatter Launcher" pop-up, first choose “Processor -> Local."  This is VERY important.  Next choose “Data Source -> Fcst," also important.  Finally, choose "Products -> Official QPF."  Run the formatter by clicking on the gear icon.  A small pop-up box will display, as in Figure 2 below.    With the slider bar, select the number of hours of QPF to produce for NWSRFS, then click on “Set Period.”  Depending on this number, the formatter will take from 5 to 20 seconds to compute values and display the FMAP.  An example of  the finished product is shown in Figure 3 on the next page.
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Goto the Denver Home Page or to the Graphical Product Indes Page.





10.  Now that you are finished creating the input file for NWSRFS, it must be saved to the proper location.  Click “Save File” and save the file as “FMAP.d” in the “/tmp” directory, as shown in Figure 4.  The “/tmp” directory should already be the default choice, but make sure to set that location if it is not already selected.  Please note that the file name “FMAP.d” is case sensitive.  If you are prompted as to whether or not you want to overwrite the file, select “Yes.”  Your QPF file is ready for input into NWSRFS.

Appendix 2:

Modifying XMRG-formatted Data with GFE

1.  Launch the program by entering the following command in a terminal window:  "gfe"

2.  Choose your system user login in the "GFE Startup" window.  Also, choose “gfe_config” under the “Config” heading if it is not already highlighted.  Finally, click "Start."

[image: image2.jpg]K4 Weather Element Browser





Figure 1 – The Weather Element Browser
3.  From the "Weather Element" GFE menu, launch the "Weather Element Browser."  Then, from the Weather Element Browser's menu bar, first select “Edit -> Select None.”  

4.  Now, you will display the field type, from the "Fcst" database, of the XMRG-formatted data you wish to edit.  The “Fcst” database is the primary database on which you will perform your edits.

     From “Types,” choose "IFP."  From “Sources,” choose "Fcst."  From "Fields" choose the data type of interest.  From "Planes" choose "SFC" under the "Misc" submenu.  Click on "Load and Dismiss" at the bottom of the window.  See Figure 1 for a depiction of the “Weather Element Browser” displaying a possible selection.

5.  Your chosen data type must now be made editable within GFE in order to load XMRG data from files.  If no data exists in the GFE database for this type, you must first create at least one hourly grid from scratch.  Otherwise, the grid cannot be made editable and the Smart Tools will not be available.  On the temporal display, right-click on any time period and choose “Create From Scratch” from the pop-up menu.  This will create a scratch grid at the designated time and place the data element into edit mode.

6.  On the grid map, right-click and select “ReadXMRG” from the Smart Tool list in the pop-up menu.  A window will pop up asking for a time range of XMRG data to read from disk.  Enter the time range of interest then select “Run/Dismiss.”  The data will be read from disk and will be displayed in GFE.

7.  You are now ready to make modifications to the ingested data.  You can apply changes to the entire field, or to one of the pre-defined areas using the “Edit Areas” menu.  A selected edit area will appear shaded by diagonal lines.  The data field can be changed in several ways for the selected area.  Several hours of data may be modified at once for a given operation below by selecting a time range in the temporal editor.  If no range is selected, the operation will simply apply to the currently-displayed grid.  A few example editing operations now follow:

a) Using the color bar at the top of the grid map, set the pickup value to the desired numeric value.  Right-click on the grid map and choose “Assign Value” to assign this value to the selected area.

b) Simple mathematical operations can be performed on each grid value in a selected area with the “Adjust” smart tool.  Right-click on the grid map and choose “Adjust.”  At the top of the pop-up window, enter the numeric adjustment value for the desired mathematical operation.  Choose one of “Add,” “Subtract,” “Multiply,” or “Divide.”  Then select “Run/Dismiss.”  The tool will calculate and display the resultant field for the selected area.  Keep in mind that the operation’s result is subject to the maximum and minimum possible values for that field as defined in the IFPS server configuration.

c) The field can be edited directly using the contour or pencil tools from the tool bar.

8.  When editing is finished, save the changes you made to the “Fcst” database.  Choose either "Edit -> Save Forecast" from the menu, or click the floppy disk icon.  Next, click "Save Weather Element” or “Save Forecast” in the pop-up window.  The text in the pop-up window is different depending on whether you used the menu bar or the floppy icon.  The result however is the same, i.e. the forecast is saved.
9.  You may now write the modified data back into XMRG format on disk.  On the grid map, right-click and select “WriteXMRG” from the pop-up menu.  A window will pop up asking for a time range of XMRG data to written.  Enter the time range of interest then select “Run/Dismiss” to write the data to disk.  It will take two to four seconds to process and write each hour’s worth of data.  Keep this in mind when saving multiple hours at once.
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