ISC Routing Table Design
ISC Data Request/Reply Design

Purpose:

The ISC Routing Table web service allows for an ifpServer:

·  to register / unregister the list of its required ISC data  

· when preparing to transmit ISC data to determine the destination for that data

· when requesting ISC data to determine the available ifpServers from which to request the data

Protocol:

# method:  getaddrs

     input: wfoid passed in as a GET/POST argument. Wfoid (e.g., SLC) refers to the domain that the ifpServer is configured for.

     Returns: XML list of where the ISC data should be sent.   The address contains the message handling system id, the server host name, the server port, and the server protocol number.  Additional information is the is the grid domain for each server and the list of weather elements desired.

<destinations>

    <useuntil>ISO8601 time</useuntil>

    <doclip clip=”0”/>

    <address>

        <mhsid>BOU</mhsid>           

        <server>dx4-pub</server>     

        <port>98000000</port>

        <protocol>20070423</protocol> 

        <welist>

            <parm>T</parm>

            <parm>Td</parm>

        </welist>

        <site>BOU</site>  

        <area xdim='10' ydim='10'/>

        <location proj='Grid211' origx='3.0' origy='5.0' extx='9' exty='9'/>

    </address>

     .......

</destinations>

# method: getservers

input: wfoids passed in as a single GET/POST argument. Multiple wfoids are handled with a comma-deliminated string. wfoids (e.g., SLC) refers to the domain that the ifpServer is configured for.

     Returns: XML list of the server locations that are configured for the wfoid domain.  The address contains the message handling system id, the server host name, the server port, and the server protocol number.  Additional information is the is the grid domain for each server and the list of weather elements desired.

<servers>

    <domain site=”BOU”>

        <address>

            <mhsid>BOU</mhsid>           

            <server>dx4-pub</server>     

            <port>98000000</port>

            <protocol>20070423</protocol> 

            <welist>

                <parm>T</parm>

                <parm>Td</parm>

            </welist>

            <site>BOU</site>  

            <area xdim='10' ydim='10'/>

            <location proj='Grid211' origx='3.0' origy='5.0' extx='9' exty='9'/>  

        </address>

        .....  (for other servers running same site as “domain”)

    </domain>

    <domain site=”PUB”>

        <address>

            <mhsid>BOU</mhsid>           

            <server>dx4-bou</server>     

            <port>98000001</port>

            <protocol>20070423</protocol> 

            <welist>

                <parm>T</parm>

                <parm>Td</parm>

            </welist>

            <site>PUB</site>  

            <area xdim='10' ydim='10'/>

            <location proj='Grid211' origx='3.0' origy='5.0' extx='9' exty='9'/>  

        </address>

    </domain>

</servers>

# method: register

input: mhsid, server, port, protocol, site, parms, dims, proj, bbox, addrs passed as GET parameters.  

mhsid: The id used to send data to the site using the awips mhs

server: The name (or ip address) of the ifpServer

port:   The rpc port number of the server

protocol:  The rpc version number (protocol) used for the ifpServer.

site:   The WFO this server is generating grids for

parms:  A comma separated list of parms

dims:   The size of grids being created at this site in X,Y form

proj:   The name of the projection being used.

Bbox:   Bounding box for this sites grids in x1,y1,ex,ey form

wfos:   A comma separated list of wfos to send you data.

-Returns:

<status ok=”1”>ISO8601 time</status> or

<status ok=”0”>Some error message</status>ced 

  If ok is true then use the ISO time string as a time to reregister yourself.

# method: unregister

input: mhsid, server, port, protocol, site, addrs passed as GET parameters.  addrs is a comma

       separated list of wfoid whose ISC is no longer needed.  If blank list, then this means that all entries should be removed.  For purposes of unregistration, the parms and domains are not considered and ignored.  For efficiency, a server should unregister using the list of addresses. 

returns:

<status 0k=”1”/>  or <status ok=”0”>failure message</status>

Server Data Structure:

Store xml in a file based database such as db4.

These work a lot like dictionaries.  So, we'll just use one here in this

document.  It is organized by the “sender”, so if the key is “BOU”, then the list within the record defines all of the ifpServers that the ISC data should be sent to when BOU data is to be sent via ISC.

registerTime: the time the record was created, in ISO time str (zulu time)

purgeTime: the time the record should be purged in ISO time str  (set way into the future if no purging is desired)

mhsid: send ISC to this mhs node

server: send ISC to this ifpServer host

port:  send ISC to this ifpServer port

protocol: use this RPC protocol for the ifpServer

database = {

    "BOU" : """

            <list>

                <dbrecord>

                     <registerTime>ISO time str</registerTime>

                     <purgeTime>ISO time str</purgeFTime>

                    <address>

                         <mhsid>BOU</mhsid>

                         <server>dx4-bou</server>

                         <port>98000000</port>

                         <protocol>20070423</protocol>

                                                 <welist>

                          <parm>T</parm>

                          <parm>Td</parm>

                        </welist>

                        <site>BOU</site>  

                        <area xdim=10, ydim=10/>

                           <location proj=”Grid211” origx=”3.0” origy=”5.0” extx=”9”            exty=”9”/>

                        </area> 

                    </address>

                </dbrecord>

                <dbrecord>

                      ...

                </dbrecord>

             </list>"""

     "PUB" : """

             <list>

             # 0 or more dbrecords

             </list>"""

}

Web Service Specifications:

General

The web service shall provide a locking mechanism to prevent two processes from changing the database at the same time.

A registration replaces all corresponding existing records in the database.  It is expected that the ifpServer will re-register approximately every 8 hours, at the time defined by the return value of the “register” call.  

Note: Web service defines the “ping” / re-register interval/time, which is passed back to client to know when to “ping” again.....

Implementation Note: Register calls unregister first.  

Purging of records

The web service shall purge records based on the <purgeTime>.  If the current time is past the specified <purgeTime>, the record(s) will be removed from the database.  

The web service shall assign the <purgeTime> to be XXX hours from the registration time automatically when the register call is made.  The actual purge time value shall be configurable as part of the web service configuration. 

If the unregister call is made, all associated records will be removed from the ISC routing table.  If no reregister or unregister call is made, all associated records will be purged from the ISC routing table when the purge time has passed.

GFE Design

The following options are removed from the gfe configuration file and associated code:

· ISC_Sites – listing of sites to send ISC data to

· SendISCGridDialogInitialWEGroup – associated with the Send Intersite Grids dialog

· SendISCGridsWhenPublish – moved to serverConfig

· SendISCGridsWhenSave – moved to serverConfig

· SendISCGridsWhenAutoSave – eliminated

· SendISCTimes – listing of times on the Send Intersite Grids dialog

· ISC_neverSendParms – eliminated

· ISC_sendLimitBeforeCurrentTime – eliminated

· ISC_sendLimitAfterCurrentTime - eliminated

The following User Interface options are removed from the gfe:

· Send Intersite Grids Dialog

· Send ISC Grid on Grid manager popup menu

· Send ISC Checkbox on Save Weather Element dialog

· Send ISC Checkbox on Publish Weather Element dialog

The GFE will no longer use the Send ISC ifpServer protocol for the routine sending of grids.  Instead it will use the normal save grid data and commit grid data.  The ifpServer will be changed to handle the sending of ISC automatically based on configuration items within the ifpServer, and will generally send ISC data when grid data is saved or published.

Note that the Send ISC protocol may be replaced with a Request/Reply ISC protocol, which would be used for a new special request/reply technique for ISC data, which is discussed later.

IfpServer Design

Configuration Options

The following configuration items are required for ISC:

· ISC_ROUTING_TABLE_ADDRESS – base url of the routing table server

· REQUESTED_ISC_SITES – listing of isc sites for which requests for ISC data will be made.  If set to None to have the ifpServer calculate it automatically.  If set to a list, those are the isc sites from which data will be requested.

· REQUEST_ISC – flag 0 or 1, indicates whether the ifpServer will register for ISC data or not.  Default value in serverConfig is 0 (don’t request).  [Having default of 0 forces user to enable ISC.]

· SEND_ISC_ON_SAVE – flag 0 or 1, indicates that ISC will be automatically sent on save operations.  Default value in serverConfig is 0 (don't send). [Having default of 0 forces user to enable ISC.]

· SEND_ISC_ON_PUBLISH – flag 0 or 1, indicates that ISC will be automatically. Default value in serverConfig is 0 (don't send).

· REQUESTED_ISC_PARMS – list of requested intersite coordination weather elements.  If None, then it default to all  weather elements in the Fcst database.  In serverConfig, we will set up a list of “typical” weather elements.

· PROVIDE_CLIPPED_ISC_DATA – flag 0 or 1, indicates whether this ifpServer provides clipped isc domains, or the entire domain.  (Note: This functionality was moved to the IRT central server which can enable it for all sites simulataneously.)

· TRANSMIT_SCRIPT – name of the WAN transmission script (defaults msg_send).  Having this an option will facilitate testing.

Registration

Upon ifpServer startup,  the ifpServer calculates the map areas as it does now, and calculates the ISC_xxx edit areas.  If  REQUEST_ISC is 0, then no registration takes place with the ISC Routing Table, therefore no ISC data will flow into the ifpServer. (note: it may still be good to register, that way we can “discover” all of the other non-baseline machines running ifpServer.)  If REQUEST_ISC_SITES is None, then calculate the proper list from the ISC_xxx edit areas. It contacts the ISC Routing Table web service and registers; the ISC_ROUTING_TABLE_ADDRESS provides the information on how to contact the routing table web service.

The registration is redone periodically, based on the purge time number gotten back from the register call.

Another thread or subprocess is used for the registration and re-registration to prevent “blocking” of the ifpServer.  This is  connected together via a pipe to the main process to obtain status information. 

UnRegistration

When the ifpServer is shut down normally, the ifpServer contacts the ISC Routing Table web service at ISC_ROUTING_TABLE_ADDRESS and unregisters its information.  The information consists of the same set of <addr> information as it registered with – this is done for efficiency.

The main server thread will be used for the unregistration.  Timeout should occur with a reasonable value, e.g., 60 seconds.

Saving/Publishing Grid Data and Resultant ISC Actions

When data is saved (through any means) to the Fcst database, the ifpServer will check the SEND_ISC_ON_SAVE flag.  If set, then the transaction is created within the ifpServer and forwarded to the SendISCMgr in the ifpServer.  The SendISCMgr queues the request and ensures that only one request at a time is being processed in the subprocess iscExtract.

The iscExtract script changes a lot for this implementation.  It will contact the ISC Routing Table to determine the destinations, domains, weather elements, etc. and then call ifpnetCDF to create the files and msg_send to send them.   Information pertaining to the TRANSMIT_SCRIPT program and ISC Routing Table location is passed via command line to the iscExtract script from the SendISCMgr (ifpServer).

Since we don't want to contact the ISC Routing Table for every send request, in fear of overloading the web service, the iscExtract script will use a cache to maintain the current ISC Routing Table.   If a request to send comes in within 3 minutes of the last time the routing table was accessed, it will use the cached copy.  

If the ISC Routing Table cannot be accessed, then the subprocess will delay and try again in two minutes.   After 15 minutes, the process will exit with an error and the ISC data lost.

IscExtract will call ifpnetCDF based on the PROVIDE_CLIPPED_ISC_DATA flag and will generate clipped / custom data for the destinations, or simply the entire WFO domain area (ISC_Send_Area) as needed.  The ISC data will be considered the first attachment.  The destination information for the data (from the ISC Routing Table) will be put into a second attachment as XML.

After the two attachments are ready, the iscExtract script transfers the data to the TRANSMIT_SCRIPT for the actual transmission.  The subject line for the MHS is ISCGRIDS2 for the new technology.  This compares with ISCGRIDS for the single attachment, non-routing information old technology.

IfpnetCDF will use the existing filtering file to prevent sending of all grids, if defined.

The same procedure applies for committing (publishing) data to the ifpServer, but the ifpServer will check the SEND_ISC_ON_PUBLISH flag instead.

iscSendRoute and iscReceiveRoute Files

The iscSendRoute and iscReceiveRoute files are removed from the system.   All ISC data is routed to the iscExtract and TRANSMIT_SCRIPT. 

iscd Design

IscD is removed from the system.  msg_send can be called directly from Linux from the iscExtract script.

iscDataRec Design

The iscReceiveRoute files will be removed per above.  The iscDataRec will receive ISC data from the MHS.   It will decode the attachments to separate the destination attachment from the ISC data attachment. Based on the destination information, it will then contact each ifpServer in turn and send the information to that ifpServer.

Since there will be two attachments, we will need to open the attachment to determine whether it is the routing information or the ISC information.  It is unknown whether there is a 

Note upon receiving ISC data from an OB8.2 site, there will not be a second attachment, so the iscDataRec should default to dx4f/98000000 and dx4f/98000001 addresses, which are the locations of the primary and svcbu ifpServers.   ISC data from an OB8.3 site will work with an OB8.2 site, however the second attachment will not be decoded/used and will not be purged.

ISC Data Availability via non-routine Tranmission

There is a requirement to obtain ISC data via the non-routine transmission.  For example, when a site brings up service backup, they also want their ISC database populated.  With the routine transmission of ISC data it can take many hours before the ISC database is complete.  There are two options presented in this document, the Forced Transmit and the Request/Reply.

Forced Transmit of ISC Data – Design 1

The forced transmit of ISC data forces the forecaster to call a site that has the needed ISC data and ask them to transmit it to them.   Current GFE versions have a “Send Intersite Grids” Dialog, but this dialog is removed for the newer paradigm of ISC traffic routing.

Forced Transmit Scenario

1. The forecaster calls another site who he thinks is running the domain that is desired and asks the forecaster to send him ISC data.  He provides the forecaster with the site's mhsid, the server's host and port information. Note that the server host and port is obtained from the GFE's Help->About menu. 

2. The forecaster with the data brings up the Forced ISC Send Dialog and enters the mhsid, server host, server port, chooses the list of weather elements, and presses SEND.

3. The request is sent to the ifpServer as a FORCED_ISC_SEND_REQUEST.   The SendISCMgr queues the request and then the iscExtract script is called when the entry is popped from the queue.  

4. The iscExtract is passed explicit routing information via the command line so it can ignore the ISC Routing Table entries.  IscExtract calls ifpnetCDF to create the first attachment, and generates the second attachment from the “request information”.

5. The message is packaged and sent via the TRANSMIT_SCRIPT.

6. The destination site receives the message through iscDataRec and performs regular ISC processing.

Request Information in XML

The request information is in XML and consists of:

· Requestor ifpServer:  mhsid, serverhost, serverport

· Data Required:  list of weather elements

The domain is not present, thus there is no clipping done on the transmission.

Server Protocol Additions

One new server protocol is required:

· FORCED_ISC_SEND_REQUEST: instructs the ifpServer to create isc data and then transmit it to the specified site.

Forced Transmit of ISC Data – Design 2

This design of the forced transmit of ISC data is very similar to the first design, except for the following:

· Each time the iscExtract contacts the ISC Routing Table for routine ISC traffic, it tells the ifpServer of the routing results.  The ifpServer thus has a current version of the routing for the source site.

· When the Force Send Dialog is displayed, the GFE contacts the ifpServer and gets the ISC Routing Table information.  It then can present the different options for the ifpServers that receive the ISC data.  The user chooses the appropriate one (based on verbal information from the requesting site) and then the data is packaged and sent.

Server Protocol Additions

One new server protocol is required:

· FORCED_ISC_SEND_REQUEST: instructs the ifpServer to create isc data and then transmit it to the specified site.

· UPDATE_ISC_ROUTING_TABLE_CACHE: instructs the ifpServer to update the ISC routing table cache with the information provided to it (by iscExtract)

· GET_ISC_ROUTING_TABLE:  instructs the ifpServer to return the cached value of the ISC routing table.

Request/Reply of ISC Data

Request/Reply of ISC Data is required in order for a site starting service backup to populate their ISC database.   Since the capability of force sending ISC is removed (see GFE section above for the removal of the Send Intersite Grids Dialog), there is a need to request ISC data.  Since the paradigm is changed to eliminate the need for an office to call another office for ISC data, the request/reply technique will be used to initialize the ISC database.

Request/Reply is not automatic.  The forecaster must request the ISC data.  

Request/Reply Scenerio

1. The forecaster chooses the Consistency->Request ISC Data menu option on the GFE.  The Request ISC Data Dialog is presented and the user chooses a SITE domain for which he/she wishes to get ISC data.  The user also chooses the list of weather elements (based on the default list that the ifpServer is currently configured REQUESTED_ISC_PARMS).  

2. The ISC_ROUTING_QUERY(site) server protocol is called with the user-specified SITE domain. The ifpServer queries the ISC_ROUTING_TABLE with a 15 second timeout for all servers running the SITE domain.

3. A Requestee ISC Data Dialog is presented and the user chooses which server should be used to request the ISC data.  The order of the entries are in the most-likely to least-likely servers – with the mhsid matching the SITE highest, the dx4(f) and 98000000 next highest. The user chooses with sends the ISC_DATA_REQUEST_MAKE packet to the ifpServer.

4. The ifpServer puts together the request and calls the TRANSMIT_SCRIPT to send the request to the requestee.  The subject is ISC_REQUEST. The request information is placed in an attachment and is XML.  (Note: we may use two attachments – first attachment is the request, second attachment is the requestee ifpServer information.  This makes it more similar to the standard ISCGRIDS2 acquisition with its two attachments.)

5. The received message is code=11 and iscDataRec is called.  It decodes the subject and if it is ISC_REQUEST, sends the XML packet information to the specified ifpServer as a ISC_DATA_REQUEST_SERVICE.

6. The ifpServer queues the request via the SendISCMgr – but since it is a data request it bypasses the code that checks for “locks”.  The SendISCMgr calls a modified version of iscExtract (might be same one with more switches, or might be a different script).   For example, if one of the command line switches to iscExtract is a destination tuple (mhsid, serverhost, serverport), then the iscExtract could skip the connection to the ISC Routing Table for normal transmission purposes.

7. The modified iscExtract calls ifpnetCDF to generate the data, assembles the two packets (ISC data, and server/host destination inforamtion) and then calls the TRANSMIT_SCRIPT to send the data.  Subject line is ISCGRIDS2. The data is only sent to the requester.

8. The returned data to the requesting site is in the same format as all other ISC traffic so it is treated as normal ISC data.

Request Information in XML

The request information is in XML and consists of:

· Requestor ifpServer:  mhsid, serverhost, serverport

· Requestee ifpServer: mhsid, serverhost, serverport

· Data Required:  list of weather elements, domain

Server Protocol Additions

Three new server protocols are required:

· ISC_ROUTING_QUERY(site) – allows the GFE to query for a list of servers running the “site” domain.  Information is returned in XML and contains the mhsid, serverhost, serverport

· ISC_DATA_REQUEST_MAKE – allows the GFE to make an ISC data request.  The request information was described previously.

· ISC_DATA_REQUEST_SERVICE – asks an ifpServer to service a special ISC data request.

Other Considerations

RPP boxes

Ensure that RPP boxes will work in this scheme.  They should be able to request/send ISC data.  Note that the default is no data.  If the software is installed with “None” for the mhsid, then it is considered a local host.

RFC setup for ISC

Verify that RFCs will be able to configure their ISC setup appropriately for their needs.   The automatic scheme will use the WFO ISC edit areas to determine the ISC destinations.  ISC sharing between RFCs will need to be done through manual setup. 

VTEC Table Sharing

VTEC table sharing currently uses the code 11 MHS along with iscd and iscDataRec to request/reply for VTEC table data.   This capability will need to still exist and may be able to take advantage of the routing information contained in the table.  The routines will use the getservers() call from the IRT to determine who is running the requested sites, and then the software will choose the most appropriate source (dx4/px3 98000000 and 98000001).

OB8.2 Required Patch

An OB8.2 patch may be required so address the following OB8.2/OB8.3 incompatibilities:

· OB8.3 ISC will use 2 attachments.  OB8.2 ISC will use 1 attachment.  The patch changes the iscDataRec handling so that the second attachment is deleted.  This prevents the file system from filling up.

· An ISC_PreRegister script will be made available to register OB8.2 sites with the ISC Routing Table.  This will allow OB8.2 sites to receive data from OB8.3 sites.  Failure to run this script will result OB8.2 sites not receiving any data from OB8.3 sites.   The script will be standalone, i.e., not built-into the ifpServer, and can be run by the NCF.

· The script will query the ifpServer (OB8.2) and determine the registration information based on the site, domain (ISC_xxx edit areas), weather elements in the database, etc.  It will then register with a long lead time for the purge time.

· The web page interface to the web service can be used to make modifications to the registration information.

No other changes will be made to the OB8.2 systems, thus the ISC data transmitted from the OB8.2 systems will flow to the set of sites outlined in the ISC_Sites gfe configuration item.  The registration program, separate from the ifpServer, will be used to ensure that OB8.2 sites can receive OB8.3 ISC data.

Compatibility with OB8.2 sites

It is essential that this design addresses the following:

· ob8.2 sites sending ISC data can be received/decoded by ob8.3 sites

· ob8.2 sites can receive/decode ISC data from ob8.3 sites

· ob8.3 sites can send ISC data to ob8.2 sites (will require manual registration with the ISC routing web service by ob8.2 sites through the web page or script)

· ob8.2 sites can request/respond to VTEC table share requests from ob8.3 sites

· ob8.3 sites can request/respond to VTEC table share requests from ob8.2 sites

· is there a way to eliminate the manual setup for ob8.2 sites.

Use Cases

Web Interface

· Do we have OB8.2 sites pre-configured?  YES

· If so, how do we do this?   Through the ISC_PreRegister script.

Normal ISC Traffic

· How does an OB8.3 site configure/register?

· How does an OB8.3 site unregister?

· How does an OB8.3 site send to itself, or other local ifpServers?

· How does an OB8.3 site send to other sites?

· ISC Routing Table GUI

· How do you define “me”?

· How do I tell what sites I send to?

· How do I tell what sites are sending to me?

· How do I register with the ISC Routing Table?

· How do I unregister with the ISC Routing Table?

Format of ISC Traffic

The format of ISC traffic will change with OB8.3, but in a minor way.  This will require a patch to OB8.2.   Two attachments will be sent with the ISC traffic, rather than just one.  The first attachment will be the ISC data as a compressed ifpnetCDF file.  The format of this first attachment is directly compatible with OB8.2.

The format of the second attachment contains source and destination information for the ISC data.  It is an XML document with the following fields:

<isc>

    <source>    

        <address>

            <mhsid>BOU</mhsid>           

            <server>dx4-pub</server>     

            <port>98000000</port>

            <protocol>20070423</protocol> 

            <site>BOU</site>  

        </address>

    </source>

    <destinations>

        <address>

            <mhsid>BOU</mhsid>           

            <server>dx4-pub</server>     

            <port>98000000</port>

            <protocol>20070423</protocol> 

            <site>BOU</site>  

        </address>

         .......

    </destinations>

</isc>

Format of ISC Request 

The ISC request packet is sent out through the XML when a site submits an ISC request.    The source tag shows who is doing the request and to whom where the isc data will be sent.  The destinations are the servers to whom the request is being made.  The welist is the list of weather elements requested.  Note that the <source> address contains the location and area which defines the domain.  

Upon receipt by the processing site, the XML is modified by taking the <source> and making it the only <destination>.  The root is changed from <iscrequest> to <isc> just like normal isc traffic.

<iscrequest>

    <source>    

        <address>

            <mhsid>BOU</mhsid>           

            <server>dx4-pub</server>     

            <port>98000000</port>

            <protocol>20070423</protocol> 

            <site>BOU</site>  

            <welist>

                <parm>T</parm>

                <parm>Td</parm>

            <area xdim='10' ydim='10'/>

            <location proj='Grid211' origx='3.0' origy='5.0' extx='9' exty='9'/>

            </welist>

        </address>

    </source>

    <destinations>

        <address>

            <mhsid>BOU</mhsid>           

            <server>dx4-pub</server>     

            <port>98000000</port>

            <protocol>20070423</protocol> 

            <site>BOU</site>  

        </address>

         .......

    </destinations>

</iscrequest>

Note that the request from the GFE to the ifpServer is also done via XML, but its format is the same except that the <source> is not included, and the <welist> information is provided.  The <source> is added by the ifpServer, and the <welist> is moved into the <server>'s <address>.  This is the iscrequest from the GFE.

<iscrequest>

    <destinations>

        <address>

            <mhsid>BOU</mhsid>           

            <server>dx4-pub</server>     

            <port>98000000</port>

            <protocol>20070423</protocol> 

            <site>BOU</site>  

        </address>

         .......

    <welist>

        <parm>T</parm>

        <parm>Td</parm>

        ......

    </welist>

</iscrequest>
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